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In an effort to better understand the nature of noncovalent carbon-bonding interactions, we 

undertook accurate high-res- olution X-ray diffraction analysis of single crystals of 1,1,2,2-tet- 

racyanocyclopropane.  We selected this compound to study the fundamental  characteristics 

of  carbon-bonding  interactions, because it provides accessible s holes. The study required ex- 

tremely accurate experimental diffraction data, because the in- teraction of interest is weak. 

The electron-density distribution around the carbon nuclei,  as shown by the experimental 

maps of the electrophilic bowl defined by a (CN)2C-C(CN)2  unit, was assigned  as the origin of 

the interaction. This fact was also evidenced by plotting the D21(r) distribution. Taken 

together, the obtained results clearly indicate that noncovalent carbon bonding can be 

explained  as an interaction between confront- ed oppositely polarized regions. The interaction 

is, thus elec- trophilic–nucleophilic (electrostatic) in nature and unambigu- ously considered  as 

attractive. 

 

Attractive intermolecular electrostatic interactions encompass electron-rich and electron-poor 

regions of two molecules that complement each other.[1]   Electron-rich entities are typically 

anions or lone-pair electrons and the most well-known elec- tron-poor entity is the 

hydrogen atom. Consequently,  hydro- gen bonding is undoubtedly the most exploited 

supramolec- ular interaction.[2]  Nowadays,  another common electron-poor entity is 

attracting increasing attention in the literature. It is the ’s hole’, which can be defined as an 

electron-deficient anti- bonding orbital of  a covalent bond.[3–13] Such regions of posi- tive 

electrostatic potential have been largely studied for atoms of groups V, VI, and VII (pnicogen,[14, 

15] chalcogen,[16–18]  and hal- ogen[19–22] bonding, respectively[23]). Many reviews have 

described halogen bonding  in  detail, which is the best-known s-hole interaction.[6, 19–22] 
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More recently,  s-hole complexes with  atoms of group IV,  the tetrel (Tr) atoms, have been 

described,[24–29] and mostly focus on  the heavier Tr atoms as  tetrel-bond donors, leaving 

noncovalent carbon bonding much less studied.[30–32] In an sp3-hybridized electron-deficient  

C atom, there is only limited space available for an electron-rich guest molecule to nest 

itself.[31, 32] To exem- plify this, we have represented in Figure 1 (right) the MEP sur- 
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face of 1,1,2,2-tetracyanoethane (staggered conformation). The s hole is small and it is 

surrounded by negative belts, which hinder interactions with any concentration of negative 

charge (lone pair or anion). However, if the MEP surface  is computed in the eclipsed 

conformation (C2v), the resulting s hole is more exposed and the electrostatic potential is 

considerable more positive. As a matter of fact, it has been recently demonstrated that the 

(CN)2C-C(CN)2  motif of 1,1,2,2-tetracyanocyclopropane is an excellent carbon-bond donor, 

because the s hole is very exposed.[33]  Moreover, it is synthetically accessible and the N_ C-  is 

a poor leaving group, thus preventing the SN2 reaction. Therefore it is an ideal motif for 

studying noncovalent carbon bonding. Recently,  it  has  also been demonstrated that four- 

membered rings substituted with electron-deficient groups are also good s-hole donors. As a 

matter of fact, perfluorocubane has six s holes symmetrically distributed in the middle of six 

faces of the cube. Moreover, noncovalent carbon-bonding in- teractions have been found to 

be crucial to explain the solid- state architecture of nitrocubanes, where the s holes are also 

very exposed.[34] 

The aim of this Communication is to gain experimental in- sights into the nature of tetrel 

interactions in the solid state. Specifically,  we focused our attention to noncovalent carbon- 

bonding (N···C) interactions. To achieve this, we carried out ac- curate high-resolution X-ray 

diffraction analysis of 1,1,2,2-tetra- cyanocyclopropane (1, see Figure 2). Compound 1 was select- 

ed to  study the fundamental directionality characteristics  of carbon-bonding interactions, 

because it is an excellent carbon- bond donor (see above). The properties derived from experi- 

ment and wave-function calculations for the multiple carbon- bonding interactions observed in 

a dimeric complex of 1 were analyzed and compared. 
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Single crystals of two polymorphic forms (A and  B)  of 1 grew from ethanol solution (Figure 2). 

For one of them, we obtained high-quality experimental data that allowed reliable results on 

the experimental electron density to be derived. Atomic multipolar expansions[35, 36]   were 

used to  reconstruct the experimental electron density 1(r) of 1A in the solid state. Dipole, 

quadrupole, and octupole moments were the most relevant terms to recover the experimental 

anisotropic 1(r) features of the crystal structure of 1 A. 

Figure 3 shows the static deformation of electron density obtained by subtracting a theoretical 

spherical model from the multipolar model D1(r) = 1(r)-1spherical(r). 

 

Figure 3. 

 

The results of this topological analysis provide valuable in- formation on chemical bonding, 

which, in fact, enhances the value of such a multipole model.  As the bond topological 

properties give a quantitative characterization of the strength of chemical bonds,[37] it is 

important to compare the properties derived from experiment and from wave functions. An 

immediate consequence of a bonding interaction is the existence of 

a bond path between the involved atoms and the concomitant bond critical point (BCP) along 

this direction, where 1(r) exhibits a saddle topology. The observation of BCPs is, thus, distinc- 

tive of interatomic bonding interactions and the topological properties of 1(r) at the BCP 

permit characterization of the interaction. The examination of the crystal packing of 1 reveals 

the presence of multiple weak carbon-bonding interactions (see Figure 4) ranging from 3.02 to 

3.17 Ç (8–3 % shorter than 

 

Figure 4. 

 

the sum of the vdW radii, 3.25 Ç)[38] in both polymorphs, thus confirming the theoretically 

predicted ability of this molecule to form noncovalent carbon-bonding  interactions. We 

computed the lattice energy for both polymorphs by using a supercell of  16 molecules and  

periodic  boundary conditions  at  the MP2[39]/def2-TZVP[40]   level of theory (see the 

Supporting Information). The resulting  lattice  energies are  similar,   that  is Elattice = 117.5 

and 118.7 kJ mol-1   for 1A and 1 B, respectively ; where Elattice = Ecrystal/n-Emolecule.[41]  In 

addition, the computed interaction energies of  dimers of  1A and 1B represented in Figure2 

are -33.8 and -36.4 kJ mol-1, respectively, also at the MP2[39]/def2-TZVP[40] . 

These binding energies are significant, taking into account the small basicity of the sp-

hybridized nitrogen atom of the cyano group. To study whether orbital contributions are 

important to explain the noncovalent carbon interactions observed in  the  dimer  of  1 A,  we  

performed  natural  bond  orbital (NBO)[42] calculations  at the MP2[39]/def2-TZVP[40]  level 

of theory, focusing our attention on the second-order perturbation analysis.[43]  It is useful to 
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study donor–acceptor interactions.[44]  Interestingly, we found that the lone pair of N1 

interacts with both C1-C2  and C1-C3  (see Figure 2  for atom numbering) anti- bonding orbitals 

with a concomitant second-order stabilization energy of 1.42 kJ mol-1   for each interaction 

and the energetic difference between the lp and s* antibonding orbitals is 1.22. Therefore, the 

stabilization energy that can be attributed to orbital effects (2.84 kJ mol-1) is small compared 

with the total interaction  energy (-33.8 kJ mol-1)  computed  for  this  dimer. Consequently,  

this interaction is likely dominated by electro- static effects instead of orbital effects. 

Using polymorph 1 A, we computed the experimental (multi- pole refinement) and the 

theoretical (MP2[39]/def2-TZVP[40] wavefunction) distribution of BCPs and bond paths. The 

results for a selected trimer are shown in Figure 5. 

 

Figure 5. 

 

Four independent BCPs characterize  the trimer. Remarkably, two are associated with the 

carbon-bonding interactions (cp1 and cp2). One of them connects the nitrogen atom with one 

sp3-hybridized carbon atom of the (CN)2C-C(CN)2   motif  and the other one connects the 

nitrogen atom with  the carbon atom of the CH2  group. 

The magnitudes of both the electron density,  1(r), and the Laplacian    2 1(r) are shown in Table 

1 and they fall within the 

Table 1. Kinetic energy G(r) and the potential energy V(r) at the CP point- 

s[a]  of the trimer represented in Figure 5 

1(r) r21(r) G(r)  V(r) 
[kJ mol-1] [kJ mol-1] 

cp1 (C1-N3) 0.047 (0.042) 0.62 (0.62) 13.1 (13.6) -9.4 (-9.7) 

cp2 (C2-N1) 0.066 (0.062) 0.88 (0.94) 19.4 (21.0) -14.8 (-16.5) 

cp3 (N2-N3) 0.016 (0.017) 0.27 (0.22) 4.2 (4.5) -2.6 (-2.6) 

cp4 (N1-N3) 0.027 (0.027) 0.37 (0.41) 7.4 (8.1) -4.9 (-5.0) 

[a] RI-MP2/def2-TZVP theoretical values in parenthesis 

 

 

 

 

 

 

range of hydrogen bonds. There is  excellent agreement be- tween the theoretical and 

experimental distribution of BCPs, bond paths, and their topological properties, including local 

kinetic energy,  G(r),  and the potential energy density,  V(r) (see Table 1). These energetic values 

indicate that the carbon bond C2···N1 (cp2) is energetically more favored, in agreement with 



the MEP analysis. Interestingly the other s-hole-based carbon- bond interaction (cp1) is also 

energetically favored over the other two interactions characterized by cp3 and cp4). 

Finally, we also obtained the theoretical and experimental molecular electrostatic potential 

surface  (MEPS) for compound 

1 A. In Figure 6, we show the representation of both surfaces using two different electron 

density isovalues. In Figure 6a and Figure 6 b,  we show  the MEPS  representation using the van 

der Waals surface  (isovalue  for the electron density 0.001 a.u. according to Bader’s 

definition).[37] 

It can be observed that there is very good agreement be- tween both surfaces, including the 

blue region defining the s hole. The experimental MEPS  exhibits  a lower  potential energy   

value   (130 kJ mol-1)    than   the    theoretical   one (180 kJ mol-1) at the s hole. This 

significant difference can be also considered as  an experimental confirmation of the carbon-

bonding interaction. That is, the theoretical MEP is computed using the electronic density of 

an isolated molecule and the experimental one is obtained using the X-ray diffraction data, 

where the molecules are interacting with the neigh- boring ones in the crystal packing. In 1 A, 

the s hole of one molecule is interacting with the nitrogen atom of the adjacent molecule, 

thus receiving electron density from the nitrogen lone pair and reducing the positive 

potential at the s hole. A a matter of fact, if the MEPS is computed using a smaller sur- face 

(96.6 % of the total electron density,  isovalue = 0.01) in- stead of the vdW surface (99.6 %, 

isovalue = 0.001 a.u.), the experimental value at the s hole significantly increases from 130 to 250 

kJ mol-1, because the influence of the lone pair of the adjacent molecule is reduced. The 

theoretical value at  the s  hole also increases  upon resizing the surface resulting in identical 

theoretical and experimental MEP values. 

We report a combined experimental and calculated molecular orbital electron density study of 

1A accompanied with the corresponding accurate topological analyses to  qualitatively 

characterize the noncovalent carbon bonding in 1 A. The N···C intermolecular bond can be 

classified  as a closed-shell interaction and its electrostatic nature is demonstrated by the 

mapped D1(r) distribution for 1 A. The interaction occurs be- tween a nucleophilic (or Lewis 

base) region (d-) of a nitrogen atom and an electrophilic (or Lewis acid) region (d + ) of the 

carbon atoms in the (CN)2C-C(CN)2   motif of the three-membered ring in 1 A. The region of 

positive electrostatic potential (s  hole)  is  readily accessible making  noncovalent ’carbon 

bonding’ a viable supramolecular  interaction between molecules of 1A in the solid state. 

This finding is in sharp agreement with a recent thorough CSD analysis,[33]   providing strong 

support to carbon-bonding interactions in (CN)2C-C(CN)2 motifs. The interaction is highly 

directional in structures having (CN)CC(CN) dihedral angles of S 158. The experimental  

demonstration of the existence of a s hole in 1A by means of the representation of the static 

deformation of the electron density isosurface is very relevant and gives reliability to the 

theoretically proposed existence of s-hole-based interactions involving carbon, the lighter tetrel 

atom 

 



Experimental Section 

 

Single crystals of 1A and 1B were grown from a solution of 1 in ethanol heated at 45 8C. High 

resolution X-ray diffraction data were obtained at 100 K on a Rigaku XtaLab P200 Mo Ka rotating 

anode equipped with a Pilatus 200 K detector (a hybrid pixel detector recommended for charge 

density studies).[45] The multipolar 1(r) model was expanded up to  the dipolar order (l = 1) 

for the H atoms and up to the octupolar order (l = 3) for the C and N atoms, applying the 

corresponding geometrical constrains using the pro- gram MOPRO.[35, 36, 46]  Optimization of 

the used restrains based on free R factors[47] was performed. CCDC 1062475 and 1062476 con- 

tain the supplementary crystallographic data for this paper. These data are provided free of 

charge by The Cambridge Crystallograph- ic Data Centre. 
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Figure 1. Electrostatic potential maps of 1,1,2,2-tetracyanoethane in the eclipsed (left) and 

staggered (right) conformations. Selected potential ener- gies at the s holes are indicated. Energies 

in kcal mol-1. 

 

 

 

 

 

 

Figure 2. X-ray structures of the dimers present in the two polymorphic forms of 1. 

 

 

 

 



 

 

Figure 3. Map of D1(r) for 1A. The D1(r) isosurfaces are drawn at ± 0.1 eÇ3. Electron-rich (d-) and 

electron-deficient (d + ) regions of octupole, quadru- pole, and dipole terms are color coded : blue 

and red for the octupoles, green and orange for the quadrupoles, and violet and yellow for the 

dipoles. 

 

 

 

 

 

Figure 4. Carbon-bonding networks observed in the solid-state structure of 1. The 

intermolecular N···C distances listed are in Ç. 

 

 

 

 

 

 



 

 

Figure 5. AIM distribution of critical points and bond paths in a selected trimer retrieved from 

the solid state-structure of 1A. 

 

 

 

 

 
 

Figure 6. Experimental (a and c) and theoretical (b and d) molecular electro- 

static potential (MEP) surfaces calculated  for 1A. For each surface, the red 

color represents the more negative energy potential value (located at the lone 

pairs of the N atoms) and the dark blue color corresponds to the high- est 

positive potential value (located at the carbon atoms). The VdW surface (a and 

b) corresponds to a density isovalue of 0.001 a.u. (1 a.u. = 6.748 eÇ3). The 

surface for c and d relates to a density isovalue of 0.01 a.u.  


