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a b s t r a c t

Indium oxide has emerged as a highly effective catalyst for methanol synthesis by direct CO2 hydrogena-
tion. Aiming at gathering a deeper fundamental understanding, mechanistic and (micro)kinetic aspects of
this catalytic system were investigated. Steady-state evaluation at 5 MPa and variable temperature indi-
cated a lower apparent activation energy for CO2 hydrogenation than for the reverse watergas shift reac-
tion (103 versus 117 kJ mol!1), which is in line with the high methanol selectivity observed. Upon
changing the partial pressure of reactants and products, apparent reaction orders of !0.1, 0.5, !0.2,
and !0.9 were determined for CO2, H2, methanol, and water, respectively, which highlight a strong inhi-
bition by the latter. Co-feeding of H2O led to catalyst deactivation by sintering for partial pressures
exceeding 0.125 MPa, while addition of the byproduct CO to the gas stream could be favorable at a total
pressure below 4 MPa but was detrimental at higher pressures. Density Functional Theory simulations
conducted on In2O3(1 1 1), which was experimentally and theoretically shown to be the most exposed
surface termination, indicated that oxygen vacancies surrounded by three indium atoms enable the acti-
vation of CO2 and split hydrogen heterolytically, stabilizing the polarized species formed. The most ener-
getically favored path to methanol comprises three consecutive additions of hydrides and protons and
features CH2OOH and CH2(OH)2 as intermediates. Microkinetic modeling based on the DFT results pro-
vided values for temperature and concentration-dependent parameters, which are in good agreement
with the empirically obtained data. These results are expected to drive further optimization of
In2O3-based materials and serve as a solid basis for reactor and process design, thus fostering advances
towards a potential large-scale methanol synthesis from CO2.

! 2018 Elsevier Inc. All rights reserved.

1. Introduction

Aiming at mitigating global warming, the utilization of CO2 cap-
tured either from the atmosphere or from localized emission
points as a feedstock for the production of fuels and chemicals
has taken centrer stage in catalysis research in the last decade
[1,2]. Among the routes investigated for the conversion of this
rather inert molecule, hydrogenation to methanol has attracted
particular attention owing to the extreme relevance of this alcohol
for the chemical industry and the energy sector [3]. At present, the
industrial synthesis of methanol is carried out from syngas, which
is predominantly derived from steam reforming of fossil fuels, in
the presence of small amounts (3 vol%) of CO2 over Cu-ZnO-Al2O3

catalysts [4]. When CO2 is the only carbon-containing source
(CO2 + 3H2 ¢ CH3OH + H2O), these catalysts exhibit limited
activity, selectivity, and stability. Particularly, the production of
methanol is suppressed by the competitive reverse water-gas shift
(RWGS) reaction (CO2 + H2 ¢ CO + H2O) [5]. Therefore, alternative
catalytic systems are sought after to enable the development
of a CO2-to-methanol technology [6]. Among the materials
investigated, a few Cu-based solids exhibited high methanol
selectivity but their long-term stability was not demonstrated
[7,8]. In contrast, indium oxide, In2O3, emerged as a catalyst com-
bining multiple desirable features [9]. In addition to being highly
selective to methanol, it can be easily supported on zirconia, lead-
ing to higher methanol formation rates and outstanding durability,
and prepared in an equivalently performing technical form [10].
Its potential for a prospective industrial implementation has
motivated further practically-oriented studies. Indeed, it has been
reported that In2O3 can be used in bifunctional catalytic systems
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[11,12] to produce olefins from CO2 and that its activity in metha-
nol synthesis can be enhanced through the addition of a noble
metal such as Pd, which is claimed to facilitate hydrogen splitting
[13,14]. Furthermore, it sparked the idea of combining another
reducible oxide, ZnO, with zirconia, attaining a remarkable catalyst
[15]. In contrast, fundamental aspects of CO2 hydrogenation over
In2O3, such as the reaction mechanism and kinetics, remain
insufficiently understood, thus hindering the optimization of this
catalytic process. Under the conditions commonly applied (573 K,
5 MPa, molar H2:CO2 = 4), the thermodynamic equilibrium highly
favors the endothermic RWGS reaction over the exothermic hydro-
genation to methanol [16]. Hence, the reaction must be carried out
under kinetic control to attain a high selectivity to methanol.
Nevertheless, basic kinetic information such as the temperature
dependence of the transformation and the effect of the partial
pressure of reactants and products has not been reported. Charac-
terization through thermal and spectroscopic techniques and CO
co-feeding experiments over bulk and ZrO2-supported In2O3

strongly suggested surface oxygen vacancies as the sites where
CO2 and H2 are activated [10]. This is in line with Density Func-
tional Theory (DFT) studies by Ge et al. [17,18] and Yu et al. [19],
which predicted a superior performance for an oxygen defective
In2O3(1 1 0) surface compared to the stoichiometric termination
and supported the high methanol selectivity on the basis of greater
barriers for the RWGS reaction over the same vacancy-containing
surface. Still, the orientation of the surface employed in these stud-
ies is not that being associated with the lowest energy (i.e., the
most exposed). Indeed, the (1 1 1) facet is the thermodynamically
most stable termination of In2O3 [20]. In addition, since the elec-
tronic structure of this material is rather subtle, the structures of
the adsorbates need to be evaluated with some further restrictions
to ensure that forbidden energy levels are not artificially
populated.

Herein, we investigate the kinetic fingerprints of the CO2 hydro-
genation over bulk In2O3 by means of a detailed study covering a
wide range of temperature (473–673 K), pressure (1–5 MPa), and
reactant (CO2, H2) and product (CO, methanol, H2O) concentra-
tions. These data are correlated with extensive DFT simulations
describing the energetics of the reaction over the In2O3(1 1 1)
surface and a microkinetic model. Based on the information
obtained at the experimental and theoretical levels, key conclu-
sions are put forward on the operation of this oxide in CO2 hydro-
genation, which set the ground for its more efficient utilization in
this relevant reaction.

2. Experimental

2.1. Catalyst preparation

In(OH)3 was obtained by precipitation adding 150 cm3 of a solu-
tion of aqueous NH4OH (50 cm3, 25 wt%, Sigma-Aldrich) in ethanol
(150 cm3) to a solution of In(NO3)3"xH2O (30.1 g, Sigma-Aldrich,
99.99%) in deionized water (120 cm3) and ethanol (350 cm3,
Merck, 99.8%,) to reach a pH value of 9.2. The resulting slurry
was aged for 20 min at 353 K and then separated by
high-pressure filtration and washed twice with deionized water
(1000 cm3 each time) followed by drying in a vacuum oven
(2 kPa, 323 K, 12 h). The so-obtained hydroxide was calcined for
3 h at 573 K (2 K min!1) in static air to yield nanocrystalline In2O3.

2.2. Catalyst characterization

Powder X-ray diffraction (XRD) was performed using a
PANalytical X’Pert PRO-MPD diffractometer with Ni-filtered
Cu Ka radiation (k = 0.1541 nm), acquiring data in the 5–70"

2h range with a step size of 0.05" and a counting time of 12 s per
step. The average particle size of In2O3 was estimated applying
the Scherrer equation. Nitrogen sorption at 77 K was carried out
using a Quantacrome Quadrasorb analyzer. Prior to the measure-
ment, the sample was degassed at 573 K under vacuum for 3 h.
He pycnometry was conducted at ambient temperature using a
Micromeritics AccuPyc II 1340 instrument after pretreatement of
the sample in vacuum at 323 K for 12 h. The skeletal density was
determined by averaging 200 measurement cycles after equilibra-
tion of the system during 30 cycles. High resolution transmission
electron microscopy (HRTEM) was performed using a FEI Talos
(200 kV) instrument. Samples were prepared by directly deposit-
ing the powders on a lacey carbon film supported onto a copper
grid. Temperature-programmed desorption of carbon dioxide,
water, and methanol (CO2-, H2O-, MeOH-TPD) and reduction with
hydrogen (H2-TPR) were conducted using a Micromeritics Auto-
Chem II 2920 analyzer. The specific conditions applied during each
measurement are detailed in Table S1 in the Supplementary Mate-
rial. UV–vis spectroscopy was carried out using an Ocean Optics
Maya2000-Pro spectrometer equipped with a deuterium light
source. Spectra were collected in the 200–600 nm range, with an
integration time of 100 ms and averaging 50 scans. Raman spec-
troscopy was performed using a WITec CRM200 confocal Raman
spectroscopy system comprising a source with an excitation wave-
length of 532 nm, a 100# objective lens with a numerical aperture
of 0.9, and a grating spectrometer (2400 lines mm!1). Spectra were
obtained by averaging 200 scans with an individual acquisition
time of 1.5 s.

2.3. Kinetic evaluation

Kinetic investigations were performed in a high-pressure
continuous-flow fixed-bed reactor with an inner diameter of
2.2 mm housed in an electrically-heated aluminum brass furnace.
The experimental setup is described in detail in Fig. S1. The reactor
was loaded with 25 or 50 mg of catalyst with a particle size of
100–125 lm, which was held in place by a bed of quartz wool
and heated from ambient temperature to 573 K (5 K min!1) at
0.5 MPa under a He (PanGas, $99.999%) flow of 20 cm3

STP min!1.
After 3 h at 573 K, the pressure was raised to 3.5–5.5 MPa in the
same stream, which typically took 20 min. Then, the gas flow was
switched to the reaction mixture (20 or 40 cm3

STP min!1) featuring
distinct concentrations of CO2 (40 mol% CO2 in H2, Messer,
$99.997% and $99.999%, respectively), H2 (PanGas, $99.999%),
methanol (Sigma-Aldrich, 99.9%, anhydrous), H2O (ABCR-
Chemicals, HPLC grade), and CO (Messer, $99.999%), corresponding
to a gas-hourly space-velocity (GSHV) of 38,000 h!1. The tempera-
ture was either kept at 573 K or varied in the range of 473–673 K.
The specific experimental conditions applied in the tests are
collected in Table 1. The effluent stream was analyzed by gas
chromatography after 1 h on stream and then every 20 min. The
catalytic data reported for each reaction condition correspond to
the average of at least 7 measurements. The absence of intra- and
extraparticle diffusion limitations was corroborated by the fulfill-
ment of the Weisz-Prater and Carberry criteria and secured by a test
in which a catalyst sample featuring a sieve fraction of <50 lm
instead of the typical 100–125 lm was applied that led to identical
performance.

2.4. Computational methods

DFT calculations were conducted using the Vienna Ab initio
Simulation Package (VASP) [21,22], employing the Perdew-
Burke-Ernzerhof (PBE) exchange-correlation functional [23]. The
core electrons were described by projector augmented-wave
pseudopotentials (PAW) [24] with a plane-wave cutoff energy of
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500 eV for the valence electrons (i.e., 4d, 5s, and 5p for In atoms; 2s
and 2p for O and C atoms; and 1s for H atoms). The calculated lat-
tice parameter (acalc = 10.294 Å) for the bixbyite structure of
indium oxide, optimized using a dense C-centered 5 # 5 # 5
k-point mesh and a higher plane-wave cutoff energy of 650 eV,
agrees well with the experimental data (aexp = 10.117 Å). The
In2O3(1 1 1) surface was modeled as a periodically repeated
p(1 # 1) slab consisting of five O–In–O trilayers, separated by a
vacuum space of 16 Å, and was optimized using a C-centered
(3 # 3 # 1) k-point mesh. In each surface, the three outermost
O–In–O trilayers were allowed to relax, whereas the two bottom-
most layers were fixed in their bulk positions. The climbing image
nudged elastic band (CI-NEB) method was employed to locate the
transition states [25]. The nature of all reaction minima and
transition states was confirmed by means of numerical frequency
analyses. All of the relevant structures can be retrieved from the
ioChem-BD database [26]. Gibbs free energies were computed
using the ideal-gas approximation for gaseous species and consid-
ering only vibrational contributions for the adsorbed species. The
rate coefficients for each of the elementary steps were evaluated
employing the thermodynamic and kinetic parameters and the
partition functions obtained from the DFT calculations and accord-
ing to Transition State Theory [27]. Microkinetic simulations were
performed applying a differential reactor model operated under
steady-state conditions [28]. The set of equations in the microki-
netic model was resolved with MapleTM. In the simulations, temper-
ature and partial pressures were set to the values employed
experimentally and the catalyst surface was initially free of any
adsorbate. From the microkinetic model, several parameters were
obtained, like the apparent activation energy and the reaction
orders for the reactants and products, according to the method
described elsewhere [28]. Energy values were probed using
(i) direct DFT results and (ii) alternative DFT results obtained in
the presence of a water molecule, which was found to facilitate
the first two elementary steps of the RWGS reaction, lowering

the energy of the corresponding transition states by 0.19 and
0.16 eV, respectively.

3. Results and discussion

3.1. Catalyst properties

Bulk In2O3 for experimental investigations was prepared by
precipitation of In(OH)3 followed by calcination in static air, as
reported earlier [10]. N2 sorption evidenced a type IV isotherm,
typical of nanocrystalline materials (Fig. S2). A surface area of
123 m2 g!1 and a total pore volume of 0.38 cm3 g!1 were calcu-
lated, which are in agreement with previous data on this catalyst.
Powder X-ray diffraction (XRD) confirmed the sole presence of the
cubic bixbyite structure of indium oxide (ICDD 01-088-2160,
Fig. 1a) and estimation of the particle size by application of the
Scherrer equation led to a value of ca. 8 nm, which is only slightly
smaller than that published earlier. The profiles obtained by
H2-TPR (Fig. 1b) and CO2-TPD (Fig. 1c) are comparable to those col-
lected in our previous study. HRTEM (Fig. 1d) visualized crystallites
of ca. 8 nm, in line with the XRD analysis, which form aggregates.
Lattice fringes, visible at multiple locations, almost exclusively
indicate a d spacing of 0.29 nm, corresponding to the (2 2 2) plane
of In2O3, which is a multiple of the (1 1 1) plane. These observa-
tions are in good agreement with the energies calculated by DFT
for the low Miller index terminations of In2O3 under vacuum
(Fig. 1a, inset). The (1 1 1) surface is more stable than the (1 1 0)
surface and the reconstructed oxygen-terminated (1 0 0) surface
by 0.30 and 0.92 J m!2, respectively, in line with previous compu-
tations [20]. Hence, the equilibrium Wulff construction results in
an octahedral nanoparticle exposing (1 1 1) facets (Fig. 1a, inset).
It should be remarked that such a model is solid, since the typical
particle size is significantly larger than 3.5–4 nm, below which
deviations from the equilibrium geometry might be plausible.

Table 1
Conditions applied in the steady-state kinetic experiments.

Experiment Catalyst
mass
[mg]

Initial gas
feeda

[cm3
STP min!1]

Step changes
applied to flowb

[cm3
STP min!1]

Final gas
feed
[cm3

STP min!1]

Temperature
[K]

Total
pressure
[MPa]

Determination of activation energies (Fig. 2a) 50 CO2: 8 8 473–673c 5
H2: 32 32

Determination of reaction order with respect to CO2 and
H2 (Fig. 2b)

25 CO2: 8 !0.8 0.8 573 5
H2: 12 +0.8 19.2

Determination of reaction order with respect to MeOH (Fig. 2c) 50 CO2: 8 !0.1 7.5 573 5
H2: 32 !0.4 30
MeOH: 0 +0.5 2.5

Determination of reaction order with respect to H2O (Fig. 2c) 50 CO2: 8 !0.08 7.6 573 5
H2: 32 !0.32 30.4
H2O 0 +0.4 2

Impact of low CO concentration on the catalyst (Fig. 4a) 25 CO2: 4 4 573 3.5, 4.5,
or 5.5H2: 16 16

He: 4 !1 0
CO: 0 +1 4

Assessment of deactivation by CO (Fig. 4b) 25 CO2: 4 4 573 5.5
H2: 16 16
CO: 0 +1, 2.5, or 4 1, 2.5, or 4d

He: 4 !1, 2.5, or 4 3, 1.5, or 0d

Assessment of deactivation by H2O (Fig. S6) 50 CO2: 8 !0.5 7.5 573 5
H2: 32 !0.5 31.5
H2O 0 +1 1

a In all experiments a constant flow of 2.5 cm3
STP min!1 of 20 mol% CH4 in He was added to the effluent stream as an internal standard.

b As many steps as needed to reach the final gas feed were applied.
c The temperature was increased stepwise by 25 K.
d After 3 h on stream the initial values were restored.
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Recent theoretical and experimental studies [29–31] support the
formation of nanooctahedra under oxygen-rich atmospheres, such
as that applied upon calcination. Although the computations by
Chen et al. [30] suggest a truncated-cube as the thermodynami-
cally more stable morphology of the oxide under CO2 hydrogena-
tion conditions, analysis of In2O3 after reaction shows negligible
restructuring [10]. This hints that a transition among structures
is kinetically hindered. This, along with the outstanding stability
of In2O3 in a 1000-h test, opens the door to a reliable kinetic anal-
ysis. In addition, it justifies the unprecedented use of the (1 1 1)
termination as the most representative model for the catalyst for
molecular-level investigations of CO2 hydrogenation by theoretical
methods.

3.2. Kinetic analysis

The dependence of the reaction rate on the experimental
parameters was investigated relating the catalytic data obtained
at variable temperature and partial pressures of reactants and
(by)products to the values obtained under standard conditions.
These comprised a temperature of 573 K, a flow with a rate of
40 cm3

STP min!1 composed of CO2 and H2 in a molar ratio of 1:4,
and a GHSV of 38,000 h!1, which ensured testing under a differential
regime.

To estimate the apparent activation energies (Ea,app) for CO2

hydrogenation to methanol and the RWGS reaction, catalytic tests
were carried out varying the temperature between 273 and 673 K.
Upon each 25 K increment of the temperature, a raise in CO2 con-
version was observed, accompanied by a drop in methanol selec-
tivity. The suspected onset of thermodynamic equilibrium at

temperatures above 623 K was confirmed by calculations
(Fig. S3). Thus, the data collected at this and higher temperatures
were not considered in the linearization. From the Arrhenius plot
presented in Fig. 2a, apparent activation energies of 103 kJ mol!1

(1.07 eV) and 117 kJ mol!1 (1.21 eV) were derived for methanol
synthesis and the RWGS reaction, respectively. The higher activa-
tion energy for the competitive transformation is in line with the
observed low selectivity towards CO.

The apparent reaction orders of the reactants were determined
by performing measurements altering the partial pressures of CO2

and H2 (Fig. 2b) and normalizing the observed reaction rates (ri)
by the rate under the standard conditions (r0) (Fig. S4a, b).

Fig. 1. (a) XRD, (b) H2-TPR, (c) CO2-TPD, and (d) TEM and corresponding electron
diffraction pattern obtained by fast Fourier transform of bulk In2O3. The inset in (a)
shows the Wulff construction of In2O3, highlighting its octahedral morphology and
the exclusive exposure of (1 1 1) terminations as well as the energies calculated for
low Miller-index surfaces.

Fig. 2. (a) Arrhenius plot for CO2 hydrogenation to methanol and the RWGS
reaction over In2O3. Dependence of the rate on the partial pressure of (b) reactants
and (c) products. Observed rates (ri) are normalized to that at standard conditions
(r0) of P = 5 MPa, T = 573 K, and H2:CO2 = 4.
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Interestingly, two sets of values were determined for both species.
Above the stoichiometric ratio of CO2:H2 = 1:3, the orders were
calculated at !0.1 for CO2 and 0.5 for H2. Below the standard
conditions, they assumed values of !0.4 and 0.8, respectively. This
variation is predominantly due to the fact that the parasitic RWGS
reaction is favored in an excess of CO2 (Fig. S5). Consequently,
targeting high methanol productivity, the process should be
carried out with the highest possible excess of H2, since this will
not only enhance CO2 conversion but also be beneficial to the
selectivity towards the alcohol.

The effect of the products on the reaction kinetics was explored
in a similar way to that of the reactants. Fig. 2c evidences that an
increase of the methanol concentration has a minor effect on the
reaction rate, while the presence of water significantly inhibits
both CO2 hydrogenation and the RWGS reaction. The apparent
reaction orders with respect to the products were found to be
!0.2 for methanol and !0.9 for water (Fig. S4c,d). In line with this,
TPD experiments conducted at atmospheric pressure using the two
species as adsorbates (Fig. 3) show that the alcohol desorbs at a
much lower temperature than water (peak maxima at 492 versus
613 K). It should be mentioned that minor amounts of methylfor-
mate were formed at the higher methanol concentrations investi-
gated. The generation of this compound, which is not observed
under standard conditions, is rationalized based on the reaction
between methanol and the CO byproduct, a transformation that
is applied at the industrial scale to produce this chemical [32].
Remarkably, when more than 0.15 MPa of water were present in
the gaseous feed significant catalyst deactivation was observed,
which limited the range of partial pressures that could be probed
to explore the kinetic effect of this compound (Fig. S4d). Indeed,
a progressive depletion of the activity over 12 h was observed
when feeding a stream containing water in a 5-times higher
amount (pH2O = 0.125 MPa) than that generated upon CO2 hydro-
genation under standard conditions (Fig. S6). Analysis by XRD
and N2 sorption of the used sample (Fig. S7) evidenced a substan-
tial increase of the particle size (from 8 to 18 nm) and drop in the
surface area (from 123 to 47 m2 g!1), which point to sintering as
the main cause of deactivation. Since the presence of water in
the feed is unlikely under practical conditions, its impact on the
catalyst was not investigated further.

On the contrary, co-feeding of CO, the chief byproduct of this
process, is highly likely and may for example be attained through
a recycling stream. Earlier, it has been shown that the presence
of this reducing gas can boost the catalytic activity, forming addi-
tional oxygen vacancies in situ, which are identified as the active
sites [10]. However, by adding this compound to the feed in the
absence of an inert gas, i.e., at a substantially higher partial
pressure of hydrogen, a decrease in the overall activity was

observed. To understand the role of CO further, In2O3 was tested
at variable total pressure (P = 3.5, 4.5, or 5.5 MPa) in a stream with
a molar CO2:H2:He ratio of 1:4:0.5 adding progressively higher
amounts of CO (16–70 times the quantity produced during reac-
tion, pCO = 0.2–0.8 MPa) and correspondingly decreasing the inert
carrier content to ensure that the total flow of CO2 and H2

remained the same as for the other kinetic tests (Fig. 4a).
The admission of CO to the feed led to the expected increase in

the methanol space-time yield (STYMeOH) at the lowest pressure, to
a slight drop of this parameter at the intermediate pressure, and to
a significant decrease in activity at the highest pressure. This set of
measurements suggests that there are partial pressures of reducing
(H2, CO) and oxidizing (CO2) agents in the feed stream for which
the surface of the catalyst comprises a high abundance of vacancies
but is not yet overly reduced. The role of CO as a reagent cannot be
accurately assessed without the use of isotopically labelled gases.
However, the experiment conducted at the lowest pressure
(3.5 MPa) hints that the catalyst is somewhat active for CO hydro-
genation to methanol. Indeed, the ratio of COin:COout was constant
at 1.1 and the mass balance was closed and no other products
other than methanol were detected. The performance in pure CO
hydrogenation could not be accurately assessed, as the feeding of
a CO:H2 = 1:2 mixture led to quick (<1 h) deactivation of In2O3,
as previously reported [10]. Still, the first chromatogram collected
after 20 min on stream suggested a CO conversion of 2% to metha-
nol at 573 K and 5 MPa. Clearly, it is not possible to conclude
whether CO is hydrogenated to the alcohol directly or transformed
into CO2 by reaction with surface O atoms of the material, which is
converted into the alcohol in a second step.

To gather further insights into the reducing effect of CO, the cat-
alyst was exposed to gradually more elevated concentrations of
this species. Specifically, In2O3 was firstly contacted for 5 h with
a gas mixture containing CO2 and H2 in the same molar ratio as
applied under the standard conditions and an inert gas (He) in an
amount equal to that of CO2. Then, 0.2. 0.5, or 0.8 MPa of CO were
added to the gas feed for 3 h while correspondingly decreasing the
quantity of inert carrier gas. Finally, the initial conditions were
restored (Fig. 4b). The admission of CO to the stream led to a
decrease in activity in the range of what observed in the measure-
ments depicted in Fig. 4a. Upon restoring the initial feed condi-
tions, the solids exposed to the lowest and intermediate CO
pressures regained their original performance, whereas the cata-
lyst contacted with the highest amount of CO reactivated only par-
tially. In addition, the recovery of functionality was not immediate,
as in the two other experiments, but was achieved over 4 h on
stream.

Samples were extracted from the reactor at different stages dur-
ing the experiments just described, i.e., after 1 h on stream under
standard conditions, after exposure to the stream containing an
intermediate amount of CO, and after returning to the initial con-
ditions from the feeds with intermediate and high CO concentra-
tions (points A, B, and C in Fig. 4b, respectively), and analyzed by
UV–vis and Raman spectroscopy using the fresh material as a ref-
erence (Fig. 4c,d). Since indium oxide is a semiconductor, the pres-
ence of oxygen vacancies has been indicated to lower the energy
gap between valence and conduction bands [33], which can be
probed by these techniques, thus gaining a qualitative indication
about such defects in its structure. As-prepared In2O3 produced a
strong band in the 240–320 nm region of the UV–vis spectrum,
which overlaps with a second equally intense band between 320
and 450 nm. The first is specific to the stoichiometric oxide [34],
while the second is indicative of oxygen vacancies [21]. Indeed, a
smaller band gap leads to a red shift of the signal. After exposure
to the reducing reaction environment (sample A), a broad absor-
bance in the visible range was additionally detected along with a
slight increase of the intensity of the band close to the visibleFig. 3. H2O- and MeOH-TPD profiles of bulk In2O3.
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region, which evidence a higher concentration of oxygen vacancies,
as expected. The band located at 320–450 nm became weaker after
contact of the catalyst with the intermediate CO amount (sample B),
likely due to the formation of islands of metallic In. The
spectrum of the material exposed again to the standard feed
(sample C) comprises the same features as in the spectra of
samples A and B, but their intensity is midway, in line with the
only partial recovery of the initial activity level. Similar trends
are evident from the Raman spectra. In this case, the presence of
vacancies causes the broadening of the scattering phenomena
306, 496, and 630 cm–1 associated with InO6 octahedra [35]. The
feature at 306 cm–1 is particularly sensitive to vacancies, which
cause an asymmetric broadening of the Raman band towards the
far infrared region accompanied by the appearance of a new signal
between 400 and 430 cm–1 [36,37]. These features are clearly
evident in samples A and C, whereas they are absent in sample B.
XRD analysis (not shown) indicated no significant changes in
morphology and particle size in any of the samples. Overall, these
data suggest that, unless the oxide has been excessively reduced,
the surface reaction InxOy + CO ¢ InxOy!1 + CO2 is in fact a
reversible process, dependent on the partial pressures of the two
carbon oxides at a given H2 concentration.

3.3. Reaction mechanism

Under relevant hydrogen pressures, a partial reduction of the
In2O3(1 1 1) surface occurs through the homolytic dissociation of
molecular hydrogen forming two surface OH groups, followed by
concomitant water formation and desorption and the generation
of an oxygen vacancy. As recently reported [20], the conditions
applied upon hydrogenation reactions favor a surface configura-
tion, in which one oxygen vacancy per unit cell is predominantly
exposed, that is also hereon considered. Indeed, the energy
required to abstract a second O atom in the same lattice unit was
found to be so high that this event is unlikely even under high
pressures of H2. H2 is activated heterolytically as Hd+-Hd! at the
In3O5 ensemble that surrounds the vacancy (Fig. 5a). While Hd+

binds to one oxygen atom, the species holding the negative charge

Fig. 4. (a) Evolution of the STYMeOH upon replacing He in the feed by progressively
higher amounts of CO (a) at different total pressures and (b) at 5.5 MPa with
subsequent restoration of initial feed mixture. (c) UV–vis and (d) Raman spectra of
the fresh catalyst and of samples extracted from the reactor at specific points
corresponding to the labels in (b). The inset in (c) shows the relative amount of
reactive and intert gases to which samples A–C were exposed. Dashed lines and
blue-highlighted regions in (d) indicate the bands associated with bulk In2O3 and
oxygen vacancies, respectively.

Fig. 5. (a) Top-view of the In2O3–x(1 1 1) surface, with an oxygen vacancy per
(1 # 1) cell, surrounding the outlined In3O5 ensemble. (b) Top view of the activated
co-adsorption of CO2 and H2 on In2O3–x(1 1 1). Color code: In (blue), O (red), C
(black), and H (white). The In and O atoms in the outermost layer are represented as
solid three-dimensional spheres, while those in the second and third outermost
layers as two-dimensional spheres colored in a progressively lighter color. (c) Gibbs
energy profile for the activation of reactants. Conditions: P = 5 MPa and T = 573 K.
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is accommodated at one In atom and its electron density is delocal-
ized among the three In atoms of the ensemble. Thus, indium oxide
is capable of selectively activating hydrogen such that the polarity
of the Hd+-Hd! species is preserved, in a similar way to materials
containing frustrated Lewis pairs [38,39]. This H2 activation is
exergonic (DG = !0.44 eV) and associated with an activation free
energy of 0.95 eV. CO2 chemisorbs at the ensemble, adjacent to
the OHd+ and InHd! groups formed (Fig. 5b), surpassing an activa-
tion barrier of 0.41 eV (Fig. 5c). This configuration, i.e., a surface
containing one oxygen vacancy per unit cell, chemisorbed CO2,
and heterolytically dissociated H2, is the only stable starting situa-
tion for CO2 hydrogenation. Indeed, the formation of a CAH bond
from a homolytically dissociated H2, as it would happen over the
stoichiometric surface, exhibits an activation free energy of
3.37 eV. Therefore, oxygen vacancies are required for the reaction
to proceed under practical conditions. CO, when present in the
feed, can increase the vacancy formation rate (DG = !0.29 eV).

The reaction profile expressed in terms of the Gibbs free energy
at 573 K and 5 MPa is depicted in Fig. 6 and the structures of all
adsorbates are presented in Fig. S8. For the sake of clarity, the acti-
vation of the reactants shown in Fig. 5 is lumped in a single step in
this figure. The reaction profile in terms of internal energy at 0 K is
plotted in Fig. S9 for comparison. The hydride in the InHd! species
formed upon H2 activation is transferred to the chemisorbed CO2

giving rise to a formate species, CHO2
! (Fig. 6, red path). This pro-

cess has an activation free energy of 0.44 eV and is exergonic by
!1.0 eV. Then, a proton transfer forming chemisorbed formic acid
takes place in a more energy-demanding step (DG! = 1.32 eV) char-
acterized by a reaction free energy of 1.17 eV. The alternative
transfer of the surface Hd! to produce COOH and the subsequent
proton transfer to form formic acid has a prohibitive activation free
energy (DG! = 1.95 eV). Then, a second H2 molecule is heterolyti-
cally adsorbed onto an In-O pair adjacent to the chemisorbed for-
mic acid intermediate. Again, the Hd! is inserted into the
intermediate to form CH2OOH in a step with low activation energy
(DG! = 0.29 eV) that is exergonic by !0.81 eV. From this intermedi-
ate two scenarios arise: (i) the oxygen in CH2OOH bound to the
vacancy surface site is protonated, or (ii) its hydroxyl group is pro-
tonated, with concomitant dissociation into CH2O and H2O.

Following the first route (Fig. 6, maroon path), the formation of
CH2(OH)2 requires 1.21 eV and results in a free energy increase of
0.97 eV. After the heterolytic adsorption of a third H2 molecule, a
hydroxyl group dissociates from the intermediate, filling the
vacancy site. This step, which exhibits an activation free energy

of 0.45 eV and is exergonic by !0.09 eV, also encompasses a proton
transfer to a surface oxygen leading to physisorbed formaldehyde.
The latter readily reacts with the hydride to form methoxide, in
view of the negligible activation energy and high exergonicity
(DG = !1.30 eV). Finally, the methoxide is protonated and
methanol desorbs with an associated desorption free energy of
!0.27 eV. The two surface hydroxyl groups can combine
generating water, which desorbs in an overall endergonic process
(DG = 0.88 eV).

Along the second path (Fig. 6, orange path), the CH2OOH
intermediate dissociates into CH2O and OH! (DG! = 0.89 eV,
DG = !0.15 eV), the latter being subsequently protonated to form
water (DG = 0.36 eV), which desorbs (DG = !0.14 eV). A third H2

molecule is heterolytically dissociated at an In-O pair next to the
chemisorbed formaldehyde. The Hd! is transferred to CH2O form-
ing methoxide, a step which requires only 0.48 eV and is exergonic
by !1.33 eV. The methoxide is finally protonated in a rather
demanding step (DG! = 1.37 eV, DG = 1.07 eV) and the resulting
methanol desorbs spontaneously (!0.21 eV).

The two paths discussed above describe the consecutive addi-
tion of three heterolytically activated H2 molecules, which implies
the alternate transfer of negatively and positively polarized hydro-
gen atoms. The co-adsorption of multiple H2 molecules could allow
the formation of several CAH or OAH bonds consecutively. In con-
trast, Ye et al. [17] reported a mechanism on the (1 1 0) surface in
which methanol is formed by three consecutive hydride additions
followed by a proton transfer and each elementary step is consid-
ered independently, adding neutral hydrogen atoms, which might
cause their electrons to have an exceedingly high chemical poten-
tial. Given the complexity of the In2O3 electronic structure, such
approach might lead to artificially low barriers. Thus, the co-
adsorption of multiple H2 molecules was assessed (Fig. 6, green
path).

After the initial Hd! transfer leading to CHO2, another H2 is
adsorbed on the surface heterolytically next to the intermediate.
The Hd! is transferred to the intermediate to form CH2O2 (DG! =
1.15 eV, DG = 0.16 eV). The co-adsorption of a third H2 molecule
next to the intermediate and the two hydroxyl groups is highly
unfavored, as the step is endergonic by 1.10 eV. Moreover, the acti-
vation free energy of the Hd! to form CH3O! adds up 1.19 eV, mak-
ing the whole process prohibitive with a net barrier of 2.29 eV.
Conversely, the formation of CH2OOH from CH2O2 and a surface
hydroxyl group only requires 0.69 eV. Therefore, the consecutive
formation of two CAH bonds followed by an OAH bond to obtain

Fig. 6. Gibbs energy profile for the hydrogenation of CO2 through the most representative paths. The hydrogenation of CO2 to CH2OOH is shown in red. The two possible
routes to CH3OH from this species are depicted in orange and maroon. The alternative formation of CH2OOH from CHO2 through the co-adsorption of two H2 molecules is
shown in green. The RWGS reaction is marked in blue. Conditions: P = 5 MPa and T = 573 K. Same color coding as in Fig. 5. TS = transition state.
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CH2OOH is favored over the alternative route, but the direct forma-
tion of CH3O! is highly unlikely. The mechanism from CH2OOH
proceeds as described above. Overall, the mechanism of CO2 hydro-
genation on In2O3 can be understood as a hydride-proton transfer,
hence resembling transfer-hydrogenation reaction schemes. The
analogous action mode of indium oxide to oxides containing frus-
trated Lewis pairs ensures a higher control on the reaction selectiv-
ity. Indeed, even if methanol desorption was thermodynamically
less favorable, the polarity of the H species present at the surface
would be insufficient to drive its further transformation into
methane.

The competitive formation of CO via the RWGS reaction has also
been evaluated in the presence of one additional water molecule
(Fig. 6, blue path). Neglecting the effect of H2O present in the envi-
ronment would lead to an overestimation of the activation ener-
gies involved in the route, since this compound facilitates
reaching the transition states. After the initial co-adsorption of
CO2 and H2, the Hd! can transfer to an O atom instead to the C atom
giving rise to COOH rather than CHO2 (DG! = 0.62 eV, i.e., 0.18 eV
higher than to form CHO2, DG = 0.42 eV). The proton transfer to
this same oxygen leading to CO and H2O requires 1.49 eV and
the process is endergonic by 1.16 eV. Finally, the desorption
of the two products are exergonic steps (DG = !0.15 and
!0.39 eV, respectively). Catalyst poisoning by the COOH species,
the conversion of which is most demanding along this route, is
unlikely since the reverse reaction has a barrier (1.1 eV) that can
be overcome under the experimental conditions.

3.4. Microkinetic modeling

Based on the DFT results, microkinetic simulations were
conducted considering a differential reactor operated under the
conditions experimentally applied, to assess the dependence of
the reaction rate on the temperature and the partial pressures of
reactants and products. Apparent activation energies of 1.73 eV
(166 kJ mol!1) and 1.96 eV (189 kJ mol!1) were calculated for
CO2 hydrogenation to methanol and the RWGS reaction,
respectively (Fig. S10a). These are higher than the corresponding
values obtained from the experimental results (Fig. 2a), since the
influence of the thermodynamic equilibrium is not considered in
the calculations while it is never fully suppressed in the actual
tests. To account for these deviations, a tangent was asymptotically
fitted to the empirical data at low temperatures, as far away from
the equilibrium-influenced region as permitted (Fig. S10b). In
this way, the computed apparent activation energies converge
to 1.56 eV (150 kJ mol!1) for CO2 hydrogenation and 1.85 eV
(179 kJ mol!1) for the RWGS reaction, which are in reasonable
agreement with the theoretical values. These results show that
even an elusive parameter such as the activation energy was qual-
itatively well reproduced in the simulations. Most importantly, the
difference in the activation energies for the desired and competi-
tive reaction, which controls the selectivity of the process, is
0.23 eV based on the theoretical data, which properly compares
with the experimentally determined gap of 0.29 eV.

With respect to the reaction orders, that for hydrogen was pos-
itively defined (0.33), while the value determined for CO2 is zero.
The detrimental effect of water and methanol were properly
retrieved with reaction orders of !0.57 and !0.14, respectively
(Fig. S11). Therefore, all the computed reaction orders are in good
agreement with the experimental data, with errors within 0.15.
The exception is water, for which the deviation is 0.33, a difference
which is likely caused by microsolvation effects. Hence, the DFT
modeling is qualitatively solid and the reason behind the discrep-
ancy lies in second order terms, i.e., the assistance of water mole-
cules to key selectivity-determining steps.

4. Conclusions

In this study, the mechanistic and kinetic fingerprints of CO2

hydrogenation on In2O3 were elucidated in detail. The apparent
activation energy experimentally determined for CO2-based
methanol synthesis was found to be higher than the one for the
RWGS reaction, which explains the superior methanol selectivity
of this catalyst. The methanol formation rate slightly diminished
when applying higher CO2 concentrations, in view of the moderate
promotion of the RWGS reaction, while it was significantly boosted
at higher H2 contents, which enhanced both CO2 conversion and
methanol selectivity. With respect to the impact of the products
concentration on the reaction rate, methanol caused a minor inhi-
bition, whereas water was strongly detrimental. These findings
were corroborated by temperature-programmed desorption exper-
iments, showing that methanol evolves from the oxide at a 120 K
lower temperature than water. It was also observed that water
and the CO byproduct led to catalyst deactivation due to sintering
and over-reduction when their concentrations were 4 and
20-times higher than the amounts produced by the reaction under
standard reaction conditions, respectively. In the case of CO, the
activity was partially depleted due to surface reduction also for
quantities equal to 10–20 times of the typical amount, but could
be restored upon removal of CO from the feed owing to in situ reox-
idation by CO2. Structural characterization of the In2O3 catalyst evi-
denced a dominant exposure of the (1 1 1) termination, which was
in line with the Wulff construction calculated for this material.
Theoretical modeling of CO2 hydrogenation over this surface evi-
denced that the oxygen vacancies generated under the reaction
conditions can activate CO2 and heterolytically split H2. The
Hd+-Hd! species formed in the latter process are stabilized by the
In3O5 ensemble surrounding the vacancy, hence preserving their
polarity. Accordingly, the reaction was considered to proceed via
the selective and consecutive addition of hydrides and protons,
rather than H radicals as previously reported. Two plausible paths
to methanol were outlined, which follow identical steps until the
second hydride addition. From the CH2OOH intermediate obtained,
the route subsequently comprising the formation of methanediol is
energetically favored. Microkinetic simulations provided values for
the apparent activation energies of CO2 hydrogenation and the
RWGS reaction that are in good agreement with the measured
data. They also led to orders for reactants and products in metha-
nol synthesis that generally match the values experimentally
obtained. This thorough investigation of the kinetic and molecular
aspects of CO2 hydrogenation over In2O3 will be highly instrumen-
tal to rationally guide further catalyst optimization and will be
essential for an eventual reactor and process design.
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