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Abstract

This document is a Framework Technical Design Report for the upgrade of the
LHCb experiment. It adds to the information in the Letter of Intent, in particular
concerning the foreseen schedule, cost and participating institutes. Updates are
given for the physics performance, based on the experience gained with the first full
year of data taking, on the detector requirements and the progress of the sub-system
R&D. Within the framework presented here, it is expected that the individual sub-
system TDRs will follow on completion of the R&D phase in the next year.
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C. Göbel3, J. Molina Rodriguez3
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J. Anderson40, R. Bernet40, A. Büchler-Germann40, A. Bursche40, N. Chiapolini40,
M. De Cian40, Ch. Elsasser40, K. Müller40, J. Palacios40, C. Salzmann40, S. Saornil Gamarra40,
N. Serra40, O. Steinkamp40, U. Straumann40, M. Tobin40, A. Vollhardt40

40Physik-Institut, Universität Zürich, Zürich, Switzerland
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hUniversità di Modena e Reggio Emilia, Modena, Italy
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1 Introduction

With the Letter of Intent (LoI) for the LHCb Upgrade [1], submitted in March 2011, the
LHCb Collaboration declared its interest in upgrading the detector to 40 MHz readout
with a very flexible software-based trigger. This will allow the data rate to be increased
substantially, as well as the trigger efficiency, leading to improvements in annual signal
yields compared to those obtained by LHCb in 2011 by a factor of around ten for muonic
B decays and twenty or more for heavy-flavour decays to hadronic final states. In addition
to the significant increase in sensitivity for flavour physics, the experiment will be capable
of triggering on other interesting signatures, such as long-lived particles, and thus act as
a general purpose detector in the forward region.

Following encouragement by the LHCC to proceed to the detector Technical Design
Reports (TDRs), it had been decided to first present this Framework TDR that provides
information in particular about the schedule, cost and participating institutes. Based on
the detailed studies presented in the LoI, this document gives an update on the expected
physics performance, on the requirements to the detector and on the sub-systems R&D.
A detailed discussion is then given of the schedule and cost of the different detector
components, as well as the expression of interests from the collaborating institutes.

Since the sub-systems are in a period of R&D there are still a number of options open
concerning the technologies, that are described here. Following the completion of the
R&D phase, the remaining choices of baseline technology will be made in time for the
sub-system TDRs, which will follow on a timescale of the next year or so. The overall
schedule sees installation of the upgraded experiment in the second long shutdown of the
LHC in 2018, to be ready for data taking in 2019.

1.1 Physics motivation

The detailed physics motivation for the LHCb upgrade is described in the Letter of In-
tent [1]. The LoI was, however, written when only about 35 pb−1 of data had been
recorded, accumulated from

√
s = 7 TeV pp collisions in 2010. During 2011 both the

LHC machine and the LHCb detector performed superbly, allowing LHCb to accumulate
1.0 fb−1 of

√
s = 7 TeV pp collisions that is available for physics analysis. Indeed, the re-

sults of many analyses based on some or all of this data set have already been submitted
for publication. The results to date cover topics in the core flavour physics programme
of LHCb in rare decays such as B0

s → µ+µ− [2] and B0 → K∗0µ+µ− [3] and in studies of
CP violation, such as the measurement of the weak phase in B0

s oscillations [4] and the
first evidence for matter-antimatter asymmetries in both the charm sector [5] and in B0

s

decays [6]. It is therefore worthwhile to update the estimated performance that can be
achieved by the upgraded detector in the light of these new results.

In addition, LHCb has continued to seek possibilities to enhance its physics reach
by considering new analyses. To this end the collaboration organised two workshops,
in Nov. 2011 and Apr. 2012, to discuss with invited theorists both the implications of
its latest results and the prospects for new and improved measurements. These meetings
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focussed mainly on the flavour physics aspects of the LHCb physics programme: they were
organised with sessions on rare decays, CP violation in the B sector, and charm mixing
and CP violation, with additional dedicated talks on the interplay of flavour physics
and measurements from ATLAS and CMS. Nonetheless, it remains the case that the
physics programme of the upgraded LHCb experiment extends beyond flavour physics.
Indeed, the impact of LHCb measurements involving (for example) electroweak gauge
bosons [7] has also been widely discussed both at dedicated workshops and in meetings
on the implications of LHC results (ATLAS, CMS and LHCb) on TeV scale physics. A
full report is being prepared on the outcome of the LHCb workshops with theorists, and
the updated sensitivity studies for the upgrade [8], also in view of the preparation for the
European Strategy for Particle Physics. Here only a brief summary is given.

To be conservative, the sensitivity studies reported in this document all assume de-
tector performance as achieved during 2011 data taking. The exception is for the trigger
efficiency, where channels selected by hadron, photon or electron hardware triggers are ex-
pected to have their efficiencies doubled (channels selected by muon triggers are expected
to have marginal gains, that have not been included in the extrapolations). In reality the
gain in trigger efficiency will vary channel by channel, and is expected to be significantly
larger than the nominal factor of 2 for some charm decays, for example. More detailed
studies of these effects, and of the impact of the new detector technologies to be used in
the upgrade, are planned to be performed for the sub-system TDRs.

Several other assumptions are made for the upgrade:

• LHC collisions will be at
√
s = 14 TeV, with heavy flavour production cross-sections

scaling linearly with
√
s;

• the instantaneous luminosity in LHCb will be Linst = 1033 cm−2 s−1: this will be
achieved with 25 ns separation between bunches and an average number of visible
interactions per crossing µ = 2;

• the external crossing angle of the beams will be in the vertical plane (as already
implemented for 2012 data taking), providing opposite beam crossing angles of equal
amplitude for field-up and field-down polarities;

• LHCb will change the polarity of its dipole magnet with similar frequency as in
2011/12 data taking, to equalise approximately the amount of data taken with each
polarity for better control of potential systematic biases;

• the annual integrated luminosity will be Lint = Linst × tLHC = 1033 cm−2 s−1 × 5 ×
106 s = 5 fb−1 (where the expected LHC annual operational time tLHC is consistent
with current experience);

• the upgraded experiment will collect a total sample of 50 fb−1.

The sensitivity to various flavour observables is summarised in Table 1. This is an
updated version of a similar summary that appears as Table 2.1 in the LoI [1]. The
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measurements considered include CP -violating observables, rare decays and fundamental
parameters of the CKM Unitarity Triangle. The current precision, either from LHCb
measurements or averaging groups [18, 19, 20] is given and compared to the estimated
sensitivity with the upgrade. As an intermediate step, the estimated precision that can be
achieved prior to the upgrade is also given for each observable. For this, a total integrated
luminosity of 1.0 (1.5, 4.0) fb−1 at pp centre-of-mass collision energy

√
s = 7 (8, 13) TeV

recorded in 2011 (2012, 2015–17) is assumed. Another assumption is that the current
efficiency of the muon hardware trigger can be maintained at higher

√
s, but that higher

thresholds will be necessary for other triggers, reducing the efficiency for the relevant
channels by a factor of 2 at

√
s = 13 TeV.

The extrapolations assume the central values of the current measurements, or the
Standard Model where no measurement is available. While the sensitivities given include
statistical uncertainties only, preliminary studies of systematic effects suggest that these
will not affect the conclusions significantly, except in the most precise measurements,
such as those of Afs(B

0
s ), AΓ and ∆ACP . Branching fraction measurements of B0

s mesons
require knowledge of the ratio of fragmentation fractions fs/fd for normalisation [21].
The uncertainty on this quantity is limited by knowledge of the branching fraction of
D+

s → K+K−π+, and improved measurements of this quantity will be necessary to avoid
a limiting uncertainty on, for example, B(B0

s → µ+µ−). The determination of 2βs from
B0

s → J/ψ φ provides an example of how systematic uncertainties can be controlled for
measurements at the LHCb upgrade. In the most recent measurement [9], the largest
source of systematic uncertainty arises due to the constraint of no direct CP violation that
is imposed in the fit. With larger statistics, this constraint can be removed, eliminating
this source of uncertainty. Other sources, such as the background description and angular
acceptance, are already at the 0.01 rad level, and can be reduced with more detailed
studies.

In the Standard Model (SM), the parameters of CP violation in B0
s mixing are highly

constrained to be close to zero by global fits to the CKM matrix. LHCb has measured the
mixing phase 2βs = −φs in both J/ψ φ and J/ψ f0(980) final states, with results that are
consistent with the SM within the uncertainties [9, 10]. However, tensions in the global
CKM fits (see, for example, Ref. [11]) suggest that deviations may be present at the level
of a few degrees (∼ 0.04 rad, in the units of Table 1), motivating much more precise
measurements. A complementary measurement, Afs, can be made using semileptonic
decays. This analysis requires excellent control of systematic uncertainties to be sensitive
to small deviations from the SM prediction of O(10−4).

Decays dominated by b→ s loop (penguin) transitions provide additional sensitivity to
contributions beyond the SM. The B0

s decays to φφ and K∗0K∗0 final states, both already
observed at LHCb [12, 13], are particularly interesting since these effects could appear
in both time-dependent and angular distributions. Another important measurement is
that of the time-dependent decay distribution in B0

s → φγ decays. Determination of the
effective CP -violation and lifetime parameters provides the most promising way to study
the polarisation of the emitted photon, and is therefore uniquely sensitive to models that
predict new right-handed currents.
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Rare decays involving dimuon pairs constitute a significant part of the flavour physics
programme of the LHCb experiment, and this will remain the case in the upgrade. As
statistics increase, a larger set of angular observables in B0 → K∗0µ+µ− decays can be
measured. The first measurement of the zero-crossing point (s0) of the forward-backward
asymmetry in this decay has recently been presented by LHCb [14], demonstrating the
potential for the upgrade to fully explore the phase space for contributions beyond the
SM. Another important observable with low theoretical uncertainty is the transverse po-
larisation asymmetry, which is probed by the parameter S3.

LHCb has also recently published the world’s most precise measurements of isospin
asymmetries in b → sµ+µ− decays [15]. These have generated significant interest in the
theory community, and this sector will be further explored as more data are accumu-
lated. Similarly, the first observation of B+ → π+µ+µ− [16] shows the potential for a
measurement of |Vtd/Vts| in loop-mediated transitions. Note that some values quoted in
Table 1 are integrated over the dimuon invariant mass range 1 < q2 < 6 GeV2/c4 to give
a representative estimate of the sensitivity – however the full differential distribution will
be studied.

The rare decay B0
s → µ+µ− is a golden channel to search for effects beyond the Stan-

dard Model. Although the latest measurement from LHCb [2] rules out new contributions
of comparable size to that from the SM, much more precise measurements are well moti-
vated since the theoretical prediction for the branching fraction has low uncertainty and
the true value may be smaller than the SM expectation. With the 50 fb−1 data set it
will also be possible to measure the rate of the B0 decay to two muons down to the SM
prediction: the ratio of B0 to B0

s branching fractions is given by |Vtd/Vts|2 in the SM and
any extension with minimal flavour violation, making this a crucial channel to diagnose
the origin of any non-SM contributions.

The measurement of the angle γ of the Unitarity Triangle from B → DK decays is a
SM benchmark. The first results from LHCb [17] already make a significant impact on the
global averages – however, measurements at the degree-level of sensitivity are necessary
to match the precision in lattice QCD. Similarly, improved measurements of the angle β
will further constrain the global fits, and may reveal contributions beyond the SM if the
“tensions” that are present in the current data persist.

In the charm sector, the evidence for CP violation from LHCb [5] has prompted a great
deal of theoretical interest, which has highlighted several other observables that should
be measured. Although hadronic uncertainties cloud the interpretation of the current
measurement, when additional observables are measured it will be possible to constrain
these effects, and hence to determine if the origin of the asymmetry is from physics beyond
the SM. It is particularly important to be able to distinguish CP -violation effects from
charm mixing and those from decay.

Although other experiments will study flavour-physics observables in a similar time-
frame to the LHCb upgrade, the sample sizes in most exclusive B and D final states will
be far larger than those that will be collected elsewhere, for example at the upgraded
e+e− B factories. The LHCb upgrade will have no serious competition in its study of B0

s

decays and CP violation. Similarly the yields in charmed-particle decays to final states
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consisting of only charged tracks cannot be matched by any other experiment.
It must be emphasised that in addition to the physics summarised in Table 1, the up-

graded experiment will have exciting opportunities to perform studies that will shed light
on the lepton sector, and in topics beyond flavour physics. LHCb will be best-placed of
all the LHC experiments to make an improved determination of the effective electroweak
mixing angle, and to combat the systematic uncertainties from parton distribution func-
tions that may limit the ATLAS and CMS efforts to measure the mass of the W boson.
LHCb will have high sensitivity in the search for new particles with long lifetimes, and will
be able to make QCD studies which are complementary to those possible in the central
region. First results on some of these topics have recently been reported [22, 23], and will
help to develop further the physics studies for the sub-system TDRs.

1.2 Evolution of requirements and main technical options

Since submission of the Letter of Intent there has been some evolution of requirements
to the upgraded detector and of the main technical options. In the LoI we considered
operating the upgraded detector at a luminosity of L = 1 × 1033cm−2s−1 with a fully
flexible software trigger running at a readout rate of 40 MHz. This increases the annual
signal yields by a factor of around ten for muonic B decays and twenty or more for
heavy-flavour decays to hadronic final states, as compared to those obtained by LHCb in
2011.

For reasons of flexibility, and to allow for possible evolutions of the trigger, we have
decided to design those detectors that need replacement for the 40 MHz upgrade such that
they can sustain a luminosity of L = 2×1033cm−2s−1. For the other detector components
we are evaluating the effect of such a luminosity increase. As already discussed in the LoI,
operating the detector at L = 2×1033cm−2s−1 has in particular consequences for the area
to be covered by the Inner Tracker in order to keep the occupancy in the Outer Tracker
at a reasonable level. To account for this we are investigating two main tracker options,
a large area silicon-strip Inner Tracker complemented by Outer Tracker straw tubes, or
a Central Tracker made from scintillating fibres. The Central Tracker is an evolution
of the scintillating-fibre Inner Tracker described in the LoI, extending the active area of
scintillating fibres to the detector periphery. In parallel to the technical R&D we are also
studying optimization of the overall tracker layout. This includes re-optimization of the
position of the individual tracking stations as well as their acceptance coverage.

The other sub-detector for which alternative technology options exist is the Vertex
Locator, where the choice is between strip and pixel sensors. For both options we are
investigating whether the impact parameter resolution can be improved by moving the
sensors closer to the beam as compared to the current detector.

In the following we describe the main evolution in R&D of the different technologies
that are under consideration for the Tracker System, for the Particle Identification detec-
tors, and for Data Processing. The Tracker sub-systems are the Vertex Locator (VELO)
made from silicon strips or pixels, the Trigger Tracker (TT) and Inner Tracker (IT) made
from silicon strips, the Central Tracker (CT) made from scintillating fibres, and the Outer
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Tracker (OT) made from straw tubes. The Particle Identification detectors are the Ring
Imaging Cerenkov (RICH) detectors, the electromagnetic (ECAL) and hadronic (HCAL)
calorimeters, as well as the Muon system. The data processing is sub-divided into Trigger,
Data Acquisition (DAQ) and Computing.

In the last chapter the individual sub-system schedules are presented, indicating the
major milestones, together with a first cost estimate and the list of participating insti-
tutes.

1.3 Requirements to the LHC

Although the intended instantaneous luminosity for the upgrade of LHCb of up to L =
2 × 1033cm−2s−1 is far below the LHC design luminosity, the envisaged instantaneous
luminosity has implications for the operation of the LHC. This has been presented and
discussed at the Chamonix 2012 workshop [24].

A bunch spacing of 25 ns is essential for the LHCb upgrade, to limit the pile-up of
pp interactions at the increased luminosity. In order to maintain a luminosity of L =
2 × 1033cm−2s−1 at LHCb throughout a fill of typically 8 hours length by luminosity
leveling, the virtual luminosity at the beginning of the fill has to be about four times larger.
The resulting value is close to the LHC design luminosity of L = 1 × 1034cm−2s−1. In
order to protect the triplet quadrupole magnets and other machine elements from particles
leaving the interaction point (IP) at such luminosities, the high luminosity insertions at
IP1 and IP5 are equipped with a Target Absorber for Secondaries (TAS) and Neutral
particles (TAN). The question whether a TAS and/or a TAN would also be needed at
IP8 is currently addressed in discussions with the machine groups and detailed FLUKA
simulations are planned.

Furthermore, in order to maintain a luminosity of L = 2 × 1033cm−2s−1 at LHCb
throughout a fill, beams would have to be focused in IP8 to a β∗ of about 3.5 m. The
option of an Achromatic-Telescopic Squeezing (ATS) scheme to get to β∗ values as low
as 0.1 m at the high luminosity IPs has a strong impact on the optics and the matching
section of the neighboring LHC sectors, hence also on IP8. Studies are ongoing to develop
possible ATS optics compatible with the LHCb upgrade requirement and first results are
very encouraging [25].

Issues in relation to the expected radiation levels due to the higher luminosity are
addressed as well. The relocation of some electronics equipment of the machine such
as PLCs (programmable logic controllers) is foreseen already in the first long shutdown
(LS1). More simulations are ongoing to determine whether other equipment needs to be
mitigated for the proposed upgrade scenario.

Finally, as mentioned in Sec. 1.1, in order to control well the systematic uncertainties in
the measurement of CP asymmetries with LHCb, it is of particular importance that equal
amounts of data are taken with the two spectrometer polarities, and that the polarity of
the LHCb dipole magnet is changed with a frequency similar to 2011/2012. For 25 ns
bunch spacing, as required for the upgrade, this is only possible if the external crossing
angle is in the vertical plane. As a consequence the effective crossing angle for both
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magnet polarities will have the same absolute value and will be in a tilted plane. The
implementation of the external vertical crossing has already been done successfully for the
LHC physics run in 2012. However, due to the orientation of the beam screen in the inner
triplet, an external vertical crossing angle already at injection has very little aperture and
the change of the crossing plane is only done at the end of squeeze. In order to simplify
this for the long-term future it is important that the beam screen in the inner triplet is
rotated.

All these issues are addressed in discussion with the machine groups and by the recently
formed HL-LHC Coordination group.
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2 Evolution of sub-system R&D since the LoI

2.1 Tracking systems

In the LoI the role of the tracking detectors in LHCb and their performance in the current
experiment were presented. The main challenges for the LHCb upgrade were described
and a number of exploration paths have been outlined. Since the LoI, a few points have
been reconsidered. The main changes are the following:

• The current LHCb Tracker stations are composed of an OT with straw tube detec-
tors and an IT with silicon strip detectors to cover the high-occupancy area near the
beam pipe. A new technology for the IT upgrade, based on scintillating fibres, was
introduced in the LoI, with clear fibres carrying the signal photons from the inner
region to the detectors situated outside the LHCb acceptance. In the mean time,
a new scintillating-fibre layout has been proposed, with 2.5 m long fibres covering
the whole central region of the Tracker stations, from the LHC beam plane all the
way to the top and bottom of the LHCb acceptance. In this CT option, the IT
and several OT modules are replaced by the new scintillating-fibre modules. The
alternative solution, the IT option, is being explored in parallel and proposes to
cover with silicon microstrip sensors an area larger than that covered by the current
IT detector. The two options (CT and IT) are illustrated in Fig. 1.

• The decision has been taken that any change to the LHCb detector should be made
such that the new implementation is compatible with operation at a leveled, i.e.
constant, luminosity of 2 × 1033 cm−2s−1. The consequences for each Tracker sub-
detector are briefly discussed below.

• Investigations about a possible reduction of the inner foil radius of the VELO have
been launched. The impact of such a change are outlined below in the VELO
subsection.

A summary of the detector upgrade layout options for the VELO and Trackers is given
in Table 2.

Subsystem Technology options

VELO
microstrip silicon sensors
pixel sensors

TT microstrip silicon sensors

Tracker stations
OT straw tubes + CT scintillating fibres
OT straw tubes (new short modules) + large area silicon IT

Table 2: Summary of detector layout options for the VELO and tracker upgrades.

In the following, the various design options of the tracking detectors and the simula-
tion/reconstruction strategy to reach an optimal design choice are briefly reviewed with
an emphasis on the evolution since the LoI.
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Figure 1: Schematic layouts of the two options being studied for the upgrade of the LHCb
tracking stations (not to scale). Left: OT straw tubes (light grey area) with scintillating-
fibre CT (dark grey area). Right: OT straw tubes (light grey area) with IT made of
microstrip silicon sensors (dark grey area). The central hole is for the beam pipe.

2.1.1 Vertex Locator

The proposed geometry of the detector remains unchanged since the LoI, and a global
summary of the important performance parameters at 2 × 1033 cm−2s−1 are given in
Table 3 for the pixel and strip options.

Concerning work for the pixel option, the design of the Timepix3 chip, the precursor to
the Velopix ASIC (Application Specific Integrated Circuit), is progressing well, with a chip
submission planned for Q3 2012. The design of the Velopix readout is nearing completion,
using detailed simulations of high-luminosity data. Many possible super-pixel geometries
have been simulated, with a 4 × 4 super-pixel architecture found to be optimal in terms
of data compression and sharing of hardware. The output data format has been updated
to a simplified version, which achieves the same compression performance as previously,
but is optimised for the subsequent processing steps. At a luminosity of 2× 1033 cm−2s−1

less than 1% of hits are lost in the architecture, for the chips with the highest data rates.
The hottest chips (of which there are two per half station) will see rates of approximately
500 MHz pixel hits and will output 12.2 Gbit/s. The total data rate for the pixel solution
is approximately 2.8 Tbits/s.

The higher luminosity of the upgrade leads to increased occupancy for strips compared
with the current implementation. For the prototype strip detector with 30 µm innermost
pitch, occupancies of about 1.2% are expected for minimum bias events at 2×1033 cm−2s−1,
with 1.8% for events containing a B decay within the acceptance. However, due to the
variable pitch design, the data rates are spread approximately evenly amongst the ASICs,
with an average of 1.4 Gbit/s, and a total data rate for the entire detector of 2.3 Tbit/s.
The reduced number of bits per strip cluster is offset by the greater number of clusters
(an R and a Phi cluster for each single pixel cluster). A design has been made for a
strip detector with minimum pitch of 30 µm, which uses the second metal layer to group
the readout channels from similar regions into the same ASIC. Delivery is expected in
Q2 2012, and if the design proves successful a move to smaller minimum pitch can be
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considered. A pitch of 25 µm should be readily achievable, however the challenge will be
to map the larger number of readout channels to the ASICs.

Strips, 128 (256) channel ASIC Pixels
# ASICs / half station 40 (20) 12
# half stations 42 52
# ASICs total 1680 (840) 624
# sensors total 84 104
Silicon sensor area (m2) 0.187 0.087
# channels total 215k 41M
Cluster size 1.6 (1.6) 2.2
# clusters / half station / 25 ns 52.6 (52.6) 25.8
# pixel (strip) hit / half station / 25 ns 84.2 (84.2) 56.8
# bits / cluster 42.4 (34.4) 52.3
# bits / pixel (strip) hit 26.5 (21.5) 23.8
Hottest chip output rate 1.4 Gbit/s (2.2) 12.2 Gbit/s
Coolest chip output rate 1.4 Gbit/s (2.2) 1.5 Gbit/s
Data rate / half station 56 Gbit/s (45) 54.3 Gbit/s
Total data rate 2352 Gbit/s (1880) 2823 Gbit/s

Table 3: Summary of VELO design parameters.

Based on experience with the current LHCb detector and LHC beams, it appears
that several parameters which originally limited the minimum distance of approach of the
RF foil material can be reconsidered. The beam positions are stable during physics data
taking, the VELO positioning is precise and reliable, and the detector halves are accurately
adjusted around the luminous region at each and every fill. Preliminary considerations
indicate that the current inner foil radius of 5.5 mm could be reduced to less than 4 mm,
perhaps as low as 3 mm. This, potentially, would allow the inner radius of the sensitive
area of the silicon sensor to be reduced from the current 8.2 mm to 7 mm, perhaps even
6 mm, which would have a major impact on the LHCb physics performance, owing to
the improved impact parameter resolution. Effort is underway to assess all consequences
and benefits of such a radius reduction. Limitations from the beam size, beam excursions
and foil manufacturing tolerances, effects of the beam image currents in the RF foil, are
now being studied and will be discussed with LHC machine experts to define a new limit
for the inner foil radius. Restrictions arising from the larger fluence and data rates in
the inner detector area, and of the achievable silicon segmentation, are currently being
investigated. A decision on the inner foil radius must be taken soon, by Q4 2012, as it
has consequences for several aspects of the VELO detector design.

Work has progressed on the RF foil, which is very complex to manufacture. It is a
critical item for the performance of the upgraded detector, as it dominates the material up
to the second measured point. A new manufacturing technique is under development that
is particularly important for the L-shaped foil for the pixel option, but also of advantage
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for the strip option. The shape is milled out of the inside of a solid aluminium alloy block,
which is then filled, and the opposite side is then milled to the desired thickness. The first
round of prototyping has proven to be very successful, with a double demonstrator box
with thickness close to target and leak rates better than 10−6 mbar`/s being produced.
A new large plan 5-axis CNC milling machine has been purchased and first tests are
currently underway. Work has also progressed on the simulation front, in order to best
optimize the exact shape and depth of the corrugations (see Sec. 2.1.5 below). This work
is showing promising first results, and will be used together with the flexibility of the
milling approach in terms of minimum radii and foil shapes to optimize the design.

The module construction and the readout chain have seen significant progress. The
flex cable links carrying the analogue signals to the vacuum tank feedthroughs have been
prototyped and constructed in Dupont Pyralux AP-plus, a new material specifically de-
veloped for high speed applications which exhibits electrical characteristics necessary for
the upgrade application, and in addition is straightforward to manufacture, with tech-
niques similar to the treatment of kapton. Testbench systems with FPGA development
boards have been set up and initial results are very encouraging, showing that the length
and flexibility needed for the mechanical performance in the moving VELO halves can
be achieved. Three main techniques are under active investigation for the cooling of the
module itself. The first is a demountable solution with invar tubes mounted in a TPG-CF
sandwich cooling block, in conjunction with a through-hole copper plated TPG substrate.
An alternative approach is silicon microchannel cooling, whereby the cooling fluid runs
below the ASICs, removing heat very efficiently and giving an ideal match in terms of
thermal expansion coefficients, removing the need for the diamond substrate. Work is
underway to produce prototypes to check the suitability of this method for the pressure
and manifold designs suitable for CO2 cooling, and first demonstrators are expected by
Q3 2012. Planar pixel sensors have been produced by two manufacturers, and negotia-
tions are continuing with further producers. These will be tested for performance and
radiation hardness in 2012.

2.1.2 Trigger Tracker

The overall design concept has not changed since the LoI. The baseline option remains a
4-plane solution, with finer y segmentation and full coverage in the detector acceptance. A
detailed model of this detector concept has been developed and will be introduced in the
detector simulation framework soon. Variations of this design including finer segmentation
in the direction perpendicular to the LHCb dipole field direction, and additional planes
for more robust tracking, will be studied as well. The performance studies based on
Monte-Carlo simulation with different designs are discussed further in Sec. 2.1.5.

The sensors in the innermost region are expected to be exposed to radiation levels of
the order of 1× 1014 neq cm−2. At this fluence the RD50 collaboration has demonstrated
that 300 µm thick n-in-p sensors achieve essentially full charge collection at 500 V [26].
On the other hand, the fluence is decreasing rapidly with the distance from the beam axis,
and at a radius of about 20 cm from the beam axis p-in-n devices are perfectly adequate.
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Thus, a combination of the two sensor technologies can be envisaged. At a luminosity
of 2 × 1033 cm−2s−1, the track density in the sensors located near the beam pipe will be
such that a strip length of a few cm should be considered. The current conceptual design
proposes to use 9.8× 9.8 cm2 sensors segmented into 1, 2 or 4 sectors (depending on the
location of the sensor) of 512 strips each and with a pitch of 183 µm (as in the current
TT detector). Thus, those closest to the beam axis have four rows of 2.5 cm long strips,
each with 4 front-end (FE) ASICs (16 per 4-sector sensor). The 2-sector sensors have
two rows of 5 cm long strips (i.e. 8 ASICs per sensor). The 1-sector sensors are similar
to the current TT sensors. It is being considered to mount the FE hybrids directly on
the sensors, a concept inspired by the design for the silicon strip staves of the ATLAS
upgrade tracker. Compared to the current TT design, this concept introduces the FE
hybrid material in the region of highest track density and requires the implementation of
an adequate cooling mechanism to remove the heat from the densely packed FE ASICs.
However, this is balanced with the advantage of a much reduced input capacitance, hence a
lower input noise, which may facilitate usage of significantly thinner sensors. The current
TT sensors are 500 µm thick, while a thickness of 300 µm or less is being considered
for the TT upgrade. Thinner sensors imply less material in the acceptance and reduced
power dissipation from the product of leakage current and depletion voltage.

An important challenge in this system is the mechanical design, which includes the
cooling strategy. A design is being studied which is based on a low-mass active cooling con-
cept similar to the one developed for the CMS and ATLAS silicon tracker upgrades [27, 28]
and already described in the LoI. A mock-up TT stave is being constructed in order to
study and optimize the stave design. From these tests and from model calculations, the
affordable sensor thickness and the cooling strategy will be defined, taking into account
expected signal-over-noise ratio, needed spatial resolution, required temperature at max-
imum fluence and material distribution.

Specifications for the FE electronics consistent with the proposed sensor design have
been developed and are used in the FE electronics design discussed in Sec. ??. The main
features that are important to the TT design are power minimization, as it is planned
to mount the thinned electronics near the sensors to avoid cross talk problems related to
long cables, and fast return to the baseline to avoid spillover hits. If these conditions are
satisfied, binary readout is sufficient in data-acquisition mode, since charge interpolation
between strips is not expected to bring much improvement for the strip pitch value under
consideration.

2.1.3 Tracker stations

As already described in the LoI, current experience with the LHCb detector and prelim-
inary Monte-Carlo simulation results show that the occupancy in the inner area (near
the beam pipe) will become too large for the most central OT straw tube modules at the
LHCb upgrade luminosity. A new design of the detectors in the central area is needed,
along with a new definition of the inner (or central) and outer regions.

In the LoI, several exploratory solutions were exposed, such as replacement of the
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silicon IT by thin scintillating fibres, replacement of the central OT straw modules by
thick scintillating fibres, and replacement of the current silicon IT by a larger area silicon
IT (with shorter OT straw modules).

Two solutions are currently being studied in parallel. A conceptual design of a large-
area IT has been produced, while the scintillating-fibre design effort is now concentrating
on a design in which thin-fibre modules replace the central OT modules and the IT.

Both solutions foresee the presence of straw-tube modules to cover the remaining detec-
tion area (with the IT solution requiring the additional production of shorter straw-tube
modules). All straw-tube modules will be equipped with new FE and readout electronics
compatible with 40 MHz data acquisition, as described in detail in the LoI.

The issue of radiation resistance of both the fibres and SiPM for their readout was
already mentioned in the LoI and is being extensively studied. Important questions
regarding the viability of this technology will be addressed this year (2012), so that
the effort can be focussed on the optimization of the Tracker stations with a limited
combination of detector technologies.

Silicon strip Inner Tracker

As presented in the LoI, the present IT detector has hardly any deterioration in tracking
efficiency at 2× 1033 cm−2s−1 compared to the (current LHCb) nominal luminosity [1]. A
new silicon strip IT, if sufficiently large, would give a sound solution in combination with
shorter OT modules in the central region.

A substantial fraction of the hits in the OT originate from secondary particles gener-
ated in the beam-pipe support and IT detector, mainly from photon conversions. Hence,
if redesigned, two considerations are of primary importance: (a) increase the transverse
size of the IT detector to push out the inner limit of the OT edge and (b) improve the
IT detector transparency to reduce further the OT occupancy in the innermost region.
The choice of the minimum hole size is currently being investigated with a detailed LHCb
upgrade simulation, which includes as one of the options a lighter silicon IT detector
description (see Sec. 2.1.5).

The current LHCb IT detector has a “swiss cross”-like geometry with transverse di-
mensions width×height ≈ 126×22 (41) cm2 (the number in brackets designates the detec-
tor height in the central part, across the beam pipe). A maximum OT occupancy of 25% in
the hottest straw could be achieved with an IT detector of dimensions ≈ 255×42 (63) cm2,
which would have approximately four times as many silicon sensors as in the present IT.
The track fraction covered by the IT would increase from 33% to 54%.

Preliminary results on detector occupancy were obtained with the LHCb Monte-Carlo
simulation package described in Chapter 11 of the LoI [1], in the so-called “minimal
upgrade” configuration (lighter beam pipe support, IT/OT z positions swapped). Figure 2
shows the expected occupancy at L = 2 × 1033 cm−2s−1 for inclusive B events at

√
s =

14 TeV. Three cases are compared:

(a) with the current LHCb IT detector (≈ 126× 22 (41) cm2);

(b) with a larger IT coverage (2-sensor ladders, ≈ 255× 42 (63) cm2);
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Figure 2: OT occupancy as a function of x for three different IT configurations in the
“minimal upgrade” LHCb simulation (see text).

(c) with an even larger IT coverage (3-sensor ladders, ≈ 255× 63 (84) cm2).

Note that, in all three cases, the IT/OT material description was that of the current LHCb
detector (no benefit from a lighter IT design). The OT hits falling inside the redefined
inner hole were simply not counted as OT hits. The main conclusions are that an OT
occupancy of 25% or less seems within reach with 2-sensor ladders (and a mass-optimized
detector), while an OT occupancy of less than 20% could be achieved straightforwardly
with 3-sensor ladders. What occupancy is acceptable in the hottest OT region will soon
be determined with the LHCb upgrade simulation.

Three concepts are being studied to minimize the amount of material with respect to
the current LHCb design:

1. Convective cooling: use of convective heat transfer for cooling, instead of bulk con-
duction, will drastically reduce the amount of material in the acceptance. Radiation
aging simulations show that a silicon temperature between 0 and 10 ◦C will be suffi-
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cient for an upgrade silicon IT. The conceptual design thermally isolates the silicon
ladders from the FE electronics, which are the dominant heat source. The use of
thin flex cables inspired by the ALICE design [29] is being studied. With a 10 cm
flex cable a signal-over-noise ratio of more than 10 can easily be achieved. This
approach would also push out the FE hybrid to regions of lower particle flux. Pre-
liminary estimations show that cold gas circulation is largely sufficient to maintain
the silicon at the desired temperature while efficiently evacuating the heat from the
FE electronics. Thermal simulation studies are underway and an air-cooled mock-
up is being manufactured in order to demonstrate the feasibility of this conceptual
design and to explore its operational aspects.

2. Self-supporting ladders: the rigidity of the silicon sensors will be exploited to min-
imize additional supporting material, and silicon sensors will be made to overlap
within a ladder. Sensor-to-sensor bump bonding is being investigated, though con-
ventional wire bonding can also be applied.

3. Minimization of the number of IT layers: currently, 12 layers are used, while per-
formance measures indicate that 10 layers may be sufficient. This is being studied
with the detailed simulation described in Sec. 2.1.5.

Scintillating-fibre Central Tracker

Tracking downstream of the dipole magnet with scintillating-fibre modules in the central
region is being considered. In this new configuration, the existing outermost straw tube
modules, four on each side, are kept as in the current LHCb detector and their electronics
upgraded to allow readout at 40 MHz. The central part (OT and IT) is replaced with
scintillating fibre modules covering the full height of the detector. The upper and lower
halves of the modules contain 2.5 m long scintillating fibres, separated with mirrors at the
inner boundary and read out with Silicon Photomultipliers (SiPM) mounted outside the
LHCb acceptance. With this configuration, passive material in the detector acceptance
is minimized and exposure to radiation is reduced for the SiPMs and FE electronics.

One of the key R&D challenges will be to determine how the SiPM performance will
evolve as a function of radiation dose and under what conditions these photon detectors
will represent a viable solution for the LHCb CT. The radiation fluence at the SiPM
location is expected to be of the order of 1012 neq cm−2. Besides previously described
irradiation studies with 65 MeV protons and with neutrons from a PuBe source [1], SiPM
samples have been placed in the LHCb detector at the bottom of the tracking stations
during the 2011 data taking period. Figure 3 shows the result of this SiPM irradiation
study. The red triangles show, as a function of time, the leakage current of a sample SiPM
that was mounted in 2011 at the position of the OT readout boxes and not shielded. The
blue squares show the same for a sample SiPM in a similar location, but shielded with
100 mm of polyethylene containing 5% boron. This SiPM sample shows an increase in
dark current that is approximately a factor two lower than for unprotected sensors at the
same location. Adding 1 mm of Pb shielding (and then 1 mm of Cd) between the SiPM
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Figure 3: Result of an irradiation study of SiPM. The red triangles show, as a function of
time, the leakage current of a sample SiPM that was mounted at the position of the OT
readout boxes and not shielded. The continuous vertical line indicates the date when the
SiPM was replaced with another one of different pixel size. The blue squares show the
leakage current of a sample SiPM in a similar location, but shielded with polyethylene.
The dot-dashed (dashed) vertical line indicates the date when the shielding was increased
by adding 1 mm of Pb (1 mm of Cd) between the SiPM and the polyethylene. The green
crosses show the integrated luminosity at IP8 in 2011 (scale on the right axis).

and the polyethylene had little impact on the evolution of the leakage current. The effects
of radiation damage can also be reduced by operating the SiPMs at low temperature. The
dark current is predicted to be reduced by a factor 2 for about every 8 ◦C temperature step.
The option to cool the SiPM is being studied, with a temperature as low as −25 ◦C being
considered. This R&D effort will determine whether a combination of neutron shielding
and active cooling will allow the SiPM lifetime to be extended to the required level. The
signal deterioration due to radiation damage in the fibres was already mentioned in the
LoI and will now be measured on irradiated 2.5 m modules.

Figure 4: Cross section photograph of a recently built 2.5 m long scintillating-fibre module.

The techniques for the production of fibre matrices are still under development for
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both methods presented in the LoI, namely winding fibres on a cylindrical surface of
radius larger than 40 cm or on a long cuboid. Dummy fibre matrices have been produced
with both methods. Recently, a 2.5 m long sample module has been fabricated on the
cylindrical barrel with scintillating fibres of 0.25 mm diameter. The sample contained five
layers of about 100 fibres each. Figure 4 shows a photograph of the cross section of this
2.5 m long module. The distance between the centres of adjacent fibres was measured.
Figure 5 shows that the fibres are positioned with an accuracy of 6 µm (RMS) relative
to each other. Such prototype modules will be characterized with SiPM readout and test
beam particles in 2012.

Figure 5: Distribution of the measured distance (in µm) between the centres of adjacent
fibres for the sample module shown in Fig. 4.

A dedicated FE electronics chip is being designed for the readout of the SiPMs. The
specifications for the signal processing are very dependent on the detector technology and
geometry. First studies show that a 5-bit digitization is appropriate while preserving the
needed detector resolution. However, specifications for the digital signal processing unit
are still evolving, and are dependent on the final detector geometry choices.

As discussed in Sec. 2.1.5, detailed simulation studies will provide information about
the optimal geometry of the detector, the channel occupancy in 2.5 m long fibres, and the
consequences on the tracking performance. The first results of these studies are expected
for Q3 2012, and these will be essential to finalize the design of the fibre modules, of the
global detector geometry, and of the FE electronics.
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2.1.4 Readout front-end ASIC for silicon strip detectors

Silicon microstrip sensors are being considered for the upgrade of the VELO, TT and
IT subsystems. It is therefore crucial for the LHCb upgrade that a FE readout chip
suited to this detector technology is developed. The R&D effort has indeed already
started. Specifications for the chip design have been devised for the VELO, TT and IT
strip detector options. The chip will integrate 128 (or 256) individual readout channels
implemented in the IBM 130 nm CMOS technology. From the operational point of view
each channel will consist of an AC-coupled analogue FE amplifier-shaper, followed by a
6-bit ADC. The ASIC functionality will include zero-suppression and an interface with
the GBT chip [30] that will handle the high speed off-detector data transmission. A slow
control block will be part of the design.

Commonalities with a SiPM FE readout chip for scintillating fibres will also be studied.
Apart perhaps from the analogue FE part, the two applications might be able to share a
large part of the chip design and developments.

A first version of the 6-bit ADC was recently submitted for manufacturing as part of
a multi-project wafer. The next protoype will include a front-end design and is scheduled
for Q4 2012.

2.1.5 Track reconstruction

The different roles of the three sub-detectors (VELO, TT, Tracker stations) of the LHCb
tracking system have been described in the LoI. In this section we report on progress in
the implementation of the detector geometry and the pattern recognition software. We
focus on studies which will give critical input to technology decisions and the design of
the geometry of the tracking detectors.

Track reconstruction in the VELO is a crucial ingredient to the first software trigger
level. A first geometry implementation of the VELO pixel detector is available and a
pattern recognition algorithm has been developed and tested on a simulated data sample
with comparable conditions to those expected at 2×1033 cm−2s−1. The reconstruction
efficiency is found to be 99.5% for particles which leave a minimum number of hits in the
VELO and the Tracker stations. The fake track rate is very low (< 1%) and the processing
time of ∼ 1ms per event fulfills the stringent trigger requirements. This encouraging
study needs to be updated once realistic material estimates are available. The material
description depends on the cooling solution and other hardware decisions. The simulation
will also take into account a realistic readout-board emulation and clustering algorithm.
In parallel, a first software implementation of the VELO strip detector has been developed.

Work on a realistic description of the RF foil in the simulation is ongoing. The XML
based description is limited to certain shapes of volumes and thus can only approximately
describe the foil. However, both the amount of material and the precise location relative
to the production vertex and the first measurement of a particle have significant impact on
the impact parameter resolution. Therefore a technique is being developed to import the
precise shapes of the CAD foil layouts directly into the GDML format, which is readable
by the LHCb simulation. Figure 6 shows a picture of the XML and the GDML description
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of the RF foil of the current LHCb detector. It is clearly visible that the GDML version
better reproduces the smooth shape of the foil. This new technique allows the detailed
study of realistic foil forms.

The impact parameter performance will be dominated by the interplay of three factors:
the foil thickness and optimisation of its shape, the radius of the first measured point,
and the material contribution of the VELO station providing the first measurement of
the track. The role of the simulation will be to optimise simultaneously these parameters,
using realistic inputs from the hardware designs as these progress. One further goal of
the VELO simulation studies is to optimize the exact location of the VELO sensors along
the beam axis.

Figure 6: Drawings of the current RF foil descriptions. Left: XML description, which is
limited to certain shapes of volumes. Right: GDML description, which import the foil
shape directly from the CAD layout.

The task of the Trigger Tracker comprises reconstruction of very displaced tracks
(e.g. K0

S daughters), improvement of momentum resolution of long tracks (tracks which
traverse all tracking detectors), fast momentum estimate for tracks used in the trigger
made from VELO and TT space points, and reduction of fake (ghost) tracks due to mis-
combinations of VELO and Tracker-station track segments. Several features inhibit the
current TT detector in performing these tasks. These include the limited acceptance due
to a gap at y = 0 between the upper and lower detector halves and the beam pipe hole,
the very high occupancy close to the beam pipe, the low magnetic field in the TT area
and the low redundancy available with 4 layers (two 3D measurements). The TT detector
design for the upgrade addresses several of these issues already, e.g. via overlap at module
boundaries and finer segmentation close to the beam pipe. The following further potential
modifications to the TT layout will be studied with simulation:

• Performance improvements as a function of minimum radial distance from the beam
axis;

• Performance improvements as a function of realistic variations of the magnetic field
at the detector location;
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• Performance improvements including two additional planes in the intermediate
tracking volume.

Implementing these potential changes might require significant technical modifications,
e.g. in the support structure of the beam pipe. Thus any potential improvement must
be well motivated by performance software studies surveying all tasks of the TT detector
simultaneously. A first implementation of the TT upgrade geometry is available to start
these studies.

Two pattern-recognition algorithms are used for reconstructing the tracks in the
Tracker stations. One uses VELO tracks as input; the second one performs a standalone
search in the Tracker stations. While the first one, exploiting VELO track information in
the pattern-recognition phase, turns out to be more robust in high occupancy events, the
second one is necessary for reconstructing decay products of long-lived particles such as
K0

S, which decay outside the VELO. Thus any optimization of the geometry layout of the
Tracker stations needs to consider both algorithms. Work is ongoing to adapt the current
algorithms to deal with the new geometry.

Each of the three current Tracker stations is sub-divided into 6 regions, which corre-
spond to the two OT halves and the four IT boxes. Most of the tracks in the Tracker
stations cross the same region in all three stations. This is heavily exploited in the pattern
recognition to reduce combinatorics when combining measurements from x and u/v layers.
The CT proposal consists of two detector halves only, but profits from the significantly
better resolution compared to the current OT. To test the impact on combinatorics in the
pattern recognition is one of the major tasks of the ongoing CT simulation efforts.

The alternative proposal for the Tracker stations consists of an enlarged silicon Inner
Tracker combined with OT straw tube modules. For this layout, it is important to study
the required size of the IT to keep the occupancy of the straw tubes at a reasonable level.
In the current LHCb detector the IT layers are in front of the OT layers. A realistic
material description of the IT is needed to estimate the gain in terms of OT occupancy
due to secondaries from material interactions, when the order of IT and OT is inverted.

It is likely that the number of u/v layers can be reduced from 6 to 4, which would
result in less material and thus in less multiple scattering. Pros and cons will be studied
for both Tracker-station technologies and both pattern-recognition algorithms.

2.2 Particle identification

2.2.1 RICH system

In the upgrade the upstream RICH-1 detector will retain its current C4F10 gas radia-
tor, however the high occupancies mean that the aerogel radiator will be removed. The
downstream RICH-2 CF4 gas radiator will remain unchanged. The HPD photon detec-
tors and readout electronics will be replaced by multi-anode photomultipliers (MaPMTs)
with external new 40 MHz readout electronics. The photon-detector mounting frames to
house the MaPMTs and their local magnetic shielding will be re-designed and replaced.
All the remaining RICH mechanical and optical components will be re-used as much as

21



possible. An R&D programme has been embarked on to evaluate all the upgraded RICH
technology choices. The LHCb Monte Carlo is now able to incorporate MaPMTs in the
RICH description and performance studies are underway.

The baseline MaPMT photon detector is currently under test. We estimate that 1152
MaPMT units will be required to equip RICH-1 and 2560 to equip RICH-2. This gives
approximately 238k readout channels in total. Following laboratory characterisation,
already well advanced, the MaPMT will be tested in a prototype RICH detector in a
CERN test-beam in autumn 2012. Based on these studies the final decision will be made
in December 2012 to confirm the MaPMT as the upgrade RICH photon detector.

The MaPMT readout must conform to the upgraded 40 MHz LHCb electronics ar-
chitecture. The front-end (FE) chip will be an ASIC which provides the shaping and
amplification as well as discrimination and digitisation of the MaPMT signals. A pro-
totype FE electronics 4-channel readout chip, now named the CLARO-CMOS, has been
fabricated, initially in 0.35 µm-CMOS technology. The prototype has been tested with
single photons sent to a MaPMT pixel and shows a pulse fall-time restored before 25 ns,
thus eliminating possible spill-over/dead-time effects for LHC operation. The CLARO-
CMOS will be expandable to 8 or 16 channels in a later iteration. As a parallel activity,
we are evaluating the Maroc-3 readout chip. Simulations will be made to investigate
whether the Maroc-3 shaping time is compliant with the expected maximum occupancy
and whether spillover/dead-time effects are tolerable. The decision on which final readout
chip to use will be taken after test-beam operation and radiation testing, and is a major
milestone scheduled for June 2013.

All FE decision logic will be implemented in on-detector readout boards; studies are
underway to determine the optimum geometry, number and functionality of these boards.
The boards will include commercial FPGAs and be used to set up the FE chip, supervise
the triggering, and format and (possibly) zero-suppress the data. The FPGAs must also
be proven to resist the radiation in the vicinity of the RICH photodetector planes. The
on-detector boards will use the new generation of radiation hard giga-bit optical link
(GBT) chipset [30] to interface with the Versatile Link optical readout. The modularity
of the MaPMT modules has an important bearing on the overall design philosophy and
cost of the on-detector boards, the optical links and the off-detector readout modules. A
decision on module modularity will be made in December 2012.

With the absence of the RICH-1 aerogel radiator, in principle the photodetector plane
of RICH-1 can be significantly reduced in area from the existing detector, resulting in an
overall cost saving. Whilst the default option is to retain the current RICH-1 geometry,
studies to verify that occupancies are tolerable in the innermost regions are still on-going.
It has already been confirmed through simulation that occupancies in the inner regions
are very high (well above 10%) and therefore a modification of the RICH-1 optics is also
considered. In this arrangement, replacement of the carbon-fibre mirrors would spread
the C4F10 rings over a greater number of MaPMTs. We will also address the issue in
RICH-1 of poor accessibility of MaPMTs in case of their failure (especially in the high-
occupancy inner regions where the risk of photon loss could be substantial). Modifications
of RICH-1 in this way would increase the scope of the project; a decision on the RICH-1
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optical system will be taken at the end of 2012, following simulation studies.
The current schedule, independent of RICH-1 optical modification, plans the RICH

Technical Design Report in November 2013. Construction would start in January 2015
and the final population of the MaPMT modules would be complete at the end of 2017.

In the LoI we proposed that the RICH system would also be augmented by the
TORCH, a novel detector based on time-of-flight to identify low momentum particles
below ∼ 10 GeV/c. The R&D funding for this detector has been the subject of a suc-
cessful 4-year EU grant award which will start in June 2012. Assuming an effectual R&D
period, a TDR addendum will be submitted to the LHCC in May 2016, proposing the
TORCH detector to be part of a staged programme for later installation in the LHCb
detector.

2.2.2 Calorimeter system

The main challenge of the calorimeter upgrade is to replace the current front-end elec-
tronics by a new system able to send data to the DAQ at 40 MHz. Moreover, the new
electronics must have a gain five times higher than the present system, in order to com-
pensate for a gain reduction that will be imposed on the photomultipliers so that the
mean anode current remains at an acceptable level during high-luminosity running. This
requirement has implications for the maximal acceptable noise level for the analogue
components. Two analogue implementations based either on the ICECAL[31] ASIC or on
discrete components are already at an advanced stage of design. The digital front-end is
being developed in parallel and is based on the ACTEL A3PE flash-based FPGA and on
the GBT[30] ASIC from CERN. The first common tests of both the analogue and digital
parts began at the end of 2011 (see Fig. 7). The choice of which analogue solution to
adopt will be made by mid-2013, following beam and radiation tests. Then, a new proto-
type merging both the analogue and the digital parts on a single board will be designed.
A final prototype will follow, with the full target number of 32 channels per board.

Figure 7: The digital mother board and the analogue mezzanine prototypes described in
the text. The A3PE FPGA is visible on the digital part. The analogue part supports the
discrete component implementation and the ICECAL ASIC (maintained on the PCB of
the mezzanine with the black support at the top right).

23



Many elements of the current calorimeter electronics will be retained for the upgrade:
the trigger validation boards (TVB), which will be re-used by the Low Level Trigger; the
LED calibration system; the high voltage control; the photomultiplier current measure-
ment system etc.. The slow control of these elements is based on the SPECS system [32].
Depending on the element, the control is effected either through a dedicated FPGA (e.g.
for the TVB located in the front-end crates) or through SPECS mezzanines (e.g. the
high-voltage control). Development is underway to make both solutions compliant with
upgrade operation, and common tests are scheduled for early 2014.

The Scintillating Pad Detector (SPD) and the Preshower (PRS) of the current detector
will most probably be removed for the upgrade. Although the removal of this system
is expected to lead to some loss in particle identification performance at low pT, partial
compensation will come from an improved energy resolution in the ECAL itself, on account
of the reduction in material before the detector. The role that the SPD/PRS system
plays in the current L0 trigger is not considered essential for the Low Level Trigger of
the upgrade. A final benefit of the removal is that the calorimeter calibration will be
more straightforward without the SPD/PRS in place. Simulation studies are ongoing to
confirm this decision.

Radiation damage is a concern for the innermost modules of the electromagnetic
calorimeter, where the dose leads to a degradation of the constant term in the resolu-
tion from a non-uniform attenuation of the light collected along the modules. In order
to improve understanding of this issue, two test models were installed directly in the
LHC tunnel in 2009, in a position where they accumulate approximately five times the
radiation dose of the modules in the innermost region of the ECAL. During the 2011-12
shutdown scans with a radioactive source were used to characterise these test modules
and no significant degradation was observed. These studies will be repeated after further
irradiation. Spares are available should it be found necessary to replace the modules in
the centremost part of the inner region.

2.2.3 Muon system

In the LHCb upgrade, station M1 of the muon system will be removed and the critical
question then concerns the rates in stations M2-M5. The current system was designed
in order to stand incident particle rates up to 1 MHz per front-end channel without
any loss of efficiency due to space charge effects and without any degradation of the time
resolution [33]. The rates expected from simulation at 1× 1033 cm−2s−1 and

√
s = 14 TeV

are all below this value [1]. Recent studies with real data indicate that the measured
particle rates in the muon system scale linearly with luminosity and agree well with
simulation, apart from for the innermost regions of stations M2 and M3 where the Monte
Carlo underestimates the rates in data by around 50%. It is therefore concluded that at
nominal upgrade luminosity the rates in the muon system will be tolerable, and so only
minimal modifications will be necessary, in order for the readout to comply with the new
DAQ and trigger scheme. These modifications remain essentially unchanged from those
described in the LoI [1]. A TDR is scheduled for Q3 2013.
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Considerations about the aging of the MWPC of the Muon system have also to be
taken into account in view of the system upgrade. The LHCb MWPCs have been proven
to stand an integrated charge under irradiation up to 0.45 C/cm of wire [34, 35]; this,
however, is only about 70% of the maximum integrated charge expected in the inner
region of station M2, over the 50 fb−1 of integrated luminosity foreseen for the upgrade.
Therefore, it is important to test the behaviour of the MWPCs at integrated charges
approaching 1 C/cm. Moreover, to cope with possible aging effects that can arise during
the upgrade data taking period, additional spare chambers will be constructed.

If it is decided to operate LHCb at the higher luminosity of 2× 1033 cm−2s−1 then new
solutions will be required in order to deal with, in particular, the problems that will arise
from detector rate limitations and electronics dead-time in the inner regions of the M2 and
M3 stations. One possibility would be to go from a combined wire/cathode readout with
FE-channels reading out a surface area of about 15 cm2, to a simple cathode readout with
pads of a smaller size, thus minimizing the rate effects. Simulation studies are planned to
optimize the required granularity. Investigations of candidate technologies to implement
this solution are proceeding in parallel. The possibility to design and develop new faster
front-end electronics is also under investigation. This solution, by reducing the dead time,
would allow more flexibility in the optimisation of the detector granularity. Finally, the
increased rate could be suppressed by installing additional shielding downstream of the
hadron calorimeter in front of the M2 inner region. All of these approaches are under
consideration. Further shielding improvements are also foreseen behind M5, where recent
results obtained from data indicate that particles back-scattered from an LHC magnet
just downstream of the muon system may lead to inefficiency due to dead time. This
specific problem can also be tackled by modifying the logical combination of readout
channels in the outer part of M5. Both approaches will be pursued, guided by the results
of simulation studies.

2.3 Data processing

The task of the data processing concerns the transport of the data from the output of the
FE electronics up to their reconstruction. It encompasses data acquisition, trigger and
computing.

2.3.1 Data acquisition and trigger

The readout board is one of the key components of the data processing. The so-called
TELL40 interfaces the FE electronics with the online network. The board collects event
fragments at 40 MHz and merges them into packets of a local area network technology.
The packets are sent to the event processing farm via a fast network based on a standard
protocol for which 10 Gigabit Ethernet is the favoured option. In this system, timing and
fast control (TFC) as well as slow control (ECS) have to be distributed to each readout
board as well as to the FE electronics. The main evolution since the LoI is the use of
the same generic board to satisfy all the requirements for data transmission, TFC and
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ECS. This takes advantage of the high density of serial links available in state-of-the-art
Stratix V FPGAs which also offer many resources for the local data processing. We have
decided to implement this hardware using the ATCA standard [36]. This follows trends in
industry and HEP, and we will benefit from ATCA evaluations planned at CERN as well
as developments in other experiments. The first full-size prototype is expected by the end
of 2012 with which we aim to validate serial links running at 10 Gigabit/s, investigate the
FPGA resources required by the most demanding processing and gain experience of the
ATCA standard.

The upgraded LHCb read-out system aims at a trigger-free read-out of the entire
detector at the bunch-crossing rate of 40 MHz. In order to adapt the network and event-
filter farm capacity to the available resources the existing Level-0 hardware trigger will be
upgraded and adapted to become the Low Level Trigger (LLT) [1], which allows a smooth
variation of the input rate to the farm between 1 MHz and 40 MHz. The main parameters
that define the trigger as well as the size of the data processing, for the start-up in 2019,
are those specified in the LoI: the rate of colliding bunches with at least one interaction at
the input of the event filter farm will be 10 MHz, the output rate of the event filter farm
will be 20 kHz, the event size will be of the order of 100 kB. A key aspect of this design
concerns the transformation of the current Level-0 into the LLT. The integration of the
current hardware in the new readout architecture will be done using a unique hardware
unit, the readout board. Development of High Level Trigger (HLT) software is also critical
for the upgrade, since the HLT must run the tracking algorithm, the reconstruction and
the event selection for many different channels in a very demanding real-time environment.
A team of physicists and computing experts will be set up to develop very flexible software,
minimising processing time and the use of real-time computing resources. The HLT must
follow the maturation of the detector keeping very high trigger performance.

Another key component is the online network for the upgrade. The readout network
must be able to connect approximately 4000 10-Gigabit/s input ports with up to 5000
compute nodes. The challenge in the network design is to come up with a cost-effective
solution for a large multi-Terabit/s network. We are investigating two network technolo-
gies: Ethernet and InfiniBand. The architecture will use either large core-routers with
deep buffers or cheap switches with short buffers. The former implementation is more
expensive but minimises the traffic management and the need for buffering in the readout
boards. The latter requires more sophisticated traffic management and more buffering in
the readout boards. Studies and prototyping are ongoing to arrive at a decision in 2015.

2.3.2 Computing

The computing covers several domains: the workload management system, the framework,
the simulation, the reconstruction applications, as well as the daily operation for data
reconstruction and stripping. Some of these software and applications will run in a very
demanding context in the event filter farm.

As regarding simulation we have already organised activities to identify an upgrade
simulation coordinator and a geometry support person, as well as one person in each
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detector group responsible for the detector specific software.
Concerning other aspects of the computing, additional manpower is required to take

responsibility for R&D and implementation of several tasks including: (i) development
of the distributed computing and workload management system for high rate; (ii) use
of Cloud services; (iii) parallelisation of LHCb applications within the framework, and
efficient use of many core processors; (iv) databases with high throughput; (v) code
developments needed for software to run on the event filter farm. We estimate of the
order of 10 FTE per year are required. We will organise this activity by identifying an
upgrade computing coordinator in the coming months, who will set up and coordinate a
team of developers with specialised skills in order to start the R&D as soon as possible.
Although the computing project is a common project supported by all institutes, we
would like to be able to attribute the responsibilities for key domains of the software
development to specific institutes as we usually do for the sub-detectors. Experts from
CERN, France, Romania, Spain and UK have already expressed their interest, and other
countries are planning to join these activities in the near future. The required manpower
is expected to be available and acknowledged by the collaboration, and will be defined in
more detail in the computing TDR.

The hardware resources needed have been estimated at first pass, and this estimate
will be refined in the next years. These resources will be requested in due time via the
WLCG, in the usual manner.

2.4 Safety

New sub-systems and equipment installed for the upgrade will follow the CERN safety
rules and codes, CERN safety document and European and/or international construction
codes for the structural engineering as described in EUROCODE3. Initial safety discus-
sion will be held well before the release of the Technical Design Reports. Estimates of
the radioactive waste that will be produced are being calculated, and the results will be
presented in the TDRs.
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3 Schedule, costs and interest of institutes

3.1 Schedule

2017 2018 2019

1 2 3 4 1 2 3 4 1 2 3 4

Services

Cabling

Cooling Plants

Cooling Pipes

Safety Systems

Online

Network

Farm

Detector

Dismantling of Beampipe and Detectors

Calorimeter Electronics

Muon Electronics

Trigger Tracker (Support and Detector)

VELO

RICH1

RICH2

Tracker

Beampipe Re-Installation and Bakeout

Detector Closure

End of Installation

Commissioning

Figure 8: Project schedule for installation.

The installation of the LHCb upgrade takes into consideration the present long-term
planning of LHC and will start with the long shutdown (LS2) in 2018. The overall time for
the installation and commissioning of the LHCb upgrade amounts to 18 months (Fig. 8). It
is mandatory that the new detector systems are assembled as much as possible before the
installation. Some systems will be integrated in the existing supports and infrastructure.
The assembly of these systems can take place only once access to the cavern is granted.

LHCb will profit as much as possible from the first long shutdown (LS1) and any in-
termediate extended technical stop before 2018 to prepare the installation of the upgrade.

The installation of the LHCb upgrade will start with the opening of all detector systems
and the removal of the beam pipe and systems that will not be used in the future. In
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the baseline scenario, the first muon station (M1) will be dismounted and probably the
PreShower (PRS) and Scintillating Pad Detector (SPD) as well. This will be followed by
the dismantling of the Tracker systems to allow the modification and adaptation of the
support structures for the new systems to be integrated.

The individual sub-system schedules take account of the R&D, engineering and pro-
duction period, the assembly and start of installation. The most important milestones
such as the technology choice, publishing of the TDR, engineering design review (EDR)
and production readiness review (PRR) are embedded in the system schedules.

Most of the TDRs of the sub-systems will be issued towards the end of 2013, after the
technical choice for the baseline has been taken. For the sub-systems which will exploit
COTS (commercial off-the-shelf) items, production time is a less critical consideration
and hence the TDRs of these systems will be submitted later in order to profit as much
as possible from further developments.

The R&D work on the VELO will continue for both options until the EDRs and the
preparation of the TDR end of 2013 as illustrated in Figs. 9 and 10.

The decision between an Outer Tracker with straw tubes together with a Central
Tracker made of scintillating fibres and SiPMs, or an OT with a larger Inner Tracker of
silicon technology, will be taken by mid-2013, before delivering the Tracker TDR (Figs. 12,
13, and 14). In both cases a modification to the existing support structures and services
will be required. This will be the case for the Trigger Tracker as well. The schedule for the
R&D studies, reviews and production time for the Trigger Tracker are given in Fig. 11.

The schedule for the RICH detectors is given in Fig. 15. The new photon detectors
require a different mechanics for both systems. The calorimeter modules will stay un-
touched and the efforts will mainly be invested in the development and production of new
electronics (Fig. 16). Some of the muon chambers will have to be exchanged during the
upgrade data taking and therefore a stock of modules will be produced. Concerning the
electronics, the principle task will be the development of the firmware for the readout
board once the electronics board is available (Fig. 17).

All sub-system schedules are coherent with the general electronics milestones shown in
Table 4. The main R&D work for the Online project is to evaluate the different technolgies
available. As most parts will be COTS products, the Online TDR is scheduled for early
2016 (Fig. 18).
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Milestone Date

Readout Board
Preseries production Q12 2014
Series Production Q34/2014 – Q34/2015
LLT integration Q12/2016 – Q34/2017
Commissioning Q12/2018 – Q34/2018

GBTX
Prototype for tests Q1/2013
Launch production Q4/2013
First parts available Q2/2014

Versatile Link
Prototype for tests Q4/2012
Pre-series production Q4/2014
Production completed Q4/2015

Table 4: General electronics milestones.
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2012 2013 2014 2015 2016 2017 2018

1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

Sensor R&D

Sensor Design and Qualification

Sensor EDR

Sensor Prototyping

Sensor PRR

Electronics R&D

Fast Link R&D

Timepix3 Submission

Timepix3 Evaluation

Velopix Design

Velopix Submission

Electronics EDR

Velopix Verification

Electronics PRR

Module R&D

Thermo-Mechanical Design

Electrical Design

Module EDR

Module Prototyping

Module PRR

Infrastructure R&D

RF Foil R&D

Cooling Plant R&D

VELO TDR

Production & Quality Assurance

Detector Supports

RF Foil Production

Sensor Production

ASIC Production

Flip Chip Assembly

Module Production

Assembly

Metrology and System Test

Ready for Installation

Figure 9: Project schedule for Vertex Locator (pixel option).

31



2012 2013 2014 2015 2016 2017 2018

1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

Sensor R&D

Sensor Design and Qualification

Sensor EDR

Sensor Prototyping

Sensor PRR

Electronics R&D

Fast Link R&D

Strip Chip Design

Electronics EDR

Strip Chip Submission

Strip Chip Verification

Electronics PRR

Module R&D

Thermo-Mechanical Design

Electrical Design

Module EDR

Module Prototyping

Module PRR

Infrastructure R&D

RF Foil R&D

Cooling Plant R&D

VELO TDR

Production & Quality Assurance

Detector Supports

RF Foil Production

Sensor Production

ASIC Production

Module Production

Assembly

Metrology and System Test

Ready for Installation

Figure 10: Project schedule for Vertex Locator (strip option).
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2012 2013 2014 2015 2016 2017 2018

1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

Sensor R&D

Prototype Sensor Design and Testing

Final Sensor Submission

Final Sensor Testing

Sensor EDR

Sensor Prototyping Iteration

Sensor PRR

Electronics R&D

End-Module Readout

Strip Chip Design

Strip Chip Submission

Electronics EDR

Strip Chip Verification

Electronics PRR

Module R&D

Thermo-Mechanical Mockup Tests

Electrical Design

Module EDR

Module Prototyping Iteration

Module PRR

Infrastructure R&D

Superstructure

Module Mount

Beampipe Interface

Cooling System

Tracker TDR

Production & Quality Assurance

Sensor Production

Electronics Production

Hybrid Assembly

Module Production

Mechanics Production

Cooling System Production

Assembly and System Test

Ready for Installation

Figure 11: Project schedule for Trigger Tracker.
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2012 2013 2014 2015 2016 2017 2018

1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

Sensor R&D

Sensor Design and Qualification

Sensor EDR

Sensor Prototyping

Sensor PRR

Electronics R&D

Fast Link R&D

Strip Chip Design

Electronics EDR

Strip Chip Submission

Strip Chip Verification

Electronics PRR

Module R&D

Thermo-Mechanical Mockup Tests

Bonding Tests

Electrical Design

Module EDR

Module Prototyping

Module PRR

Infrastructure R&D

Cooling Plant R&D

Tracker TDR

Production & Quality Assurance

Detector Supports

Sensor Production

ASIC Production

Module Production

Assembly

Metrology and System Test

Ready for Installation

Figure 12: Project schedule for Inner Tracker.
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2012 2013 2014 2015 2016 2017 2018

1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

Photo-Detector R&D

SiPM Studies

Scintillating Fibres Qualification

SiPM and Fibres EDR

Detector Prototyping

Photo-Detector PRR

Electronics R&D

ADC Design

Model Simulation

SPECS Studies

Prototype 1 Channel

Prototype 64/128 Channels

Final Prototype

Electronics EDR

Electronics PRR

Module R&D

Geometry Optimisation (Simulation)

Fibre Assembly R&D

Module Design

Shielding and Cooling Scheme Design

Electrical Design

Module EDR

Module Prototyping

Prototype Testing in Cavern

Module PRR

Infrastructure R&D

Cooling Plant R&D

Technology Viability Assessment

Tracker TDR

Production & Quality Assurance

SiPM Production

Fibres Production

Electronics Production

Module Production

System Test

Ready for Installation

Figure 13: Project schedule for Central Tracker.
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2012 2013 2014 2015 2016 2017 2018

1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

Electronics R&D

Upgrade FE Tester

GOL/AUX++ Prototype Board

FEBox++ Validation

10 Prototypes Production and Testing

Electronics EDR

Production of First 10%

Electronics PRR

Module R&D

Tooling Development

Prototype Construction

Construction of First 4 Modules

Module EDR

Production of First 10%

Module PRR

Tracker TDR

Production & Quality Assurance

Module Production

Electronics Production

Assembly and System Test

Ready for Installation

Figure 14: Project schedule for Outer Tracker.
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2012 2013 2014 2015 2016 2017 2018

1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

Photo-Detector and Module R&D

MaPMT Studies

Decision on Photo-Detector Baseline

MaPMT Module Design

MaPMT Module EDR

Prototyping and Testing

MaPMT Module PRR

Electronics R&D

CLARO and Maroc-3 Studies

Decision on ASIC Technology

ASIC Pre-Production

On-Detector R/O Board Prototyping

Electronics EDR

On-Detector R/O Board Pre-Production

MaPMT Module System Tests

Electronics PRR

Infrastructure R&D

Mechanics Design (Detector Mount)

Mechanics EDR

Mechanics Prototyping

Mechanics PRR

RICH TDR

Production & Quality Assurance

MaPMT Production and Testing

MaPMT Module Construction

Detector Mount Construction

Electronics Production and Testing

MaPMT Module Assembly

System Test

Ready for Installation

Figure 15: Project schedule for RICH.
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2012 2013 2014 2015 2016 2017 2018

1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

Electronics R&D

Analog Front-End

Analog Development

COTS Evaluation

Analog Technology Choice

Analog Final Prototype

Analog EDR

Analog Verification

Analog PRR

Front-End Board

First Prototype (Digital Motherboard)

Prototype (8 Channels)

Final Prototype (32 Channels)

Front-End Board EDR

Front-End Board Verification

Front-End Board PRR

Control Board

Control Board Design and Tests

Control Board EDR

Control Board Verification

Control Board PRR

Trigger Validation Board

ECS Firmware

TRIG40 - LLT Firmware

GBT Mezzanines

GBT Mezzanines Design and Tests

GBT Mezzanines EDR

GBT Mezzanines Verification

GBT Mezzanines PRR

Calorimeter TDR

Production & Quality Assurance

Analog Front-End Electronics

Digital Front-End Electronics

Control Board

GBT-SCA Mezzanine

Ready for Installation

Figure 16: Project schedule for Calorimeter.
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2012 2013 2014 2015 2016 2017 2018

1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

Detector R&D

MPWC Validation Tests

Electronics R&D

DAQ Architecture Studies

Firmware Development and Testing

Infrastructure R&D

Shielding Studies (Simulation)

Shielding Design

Muon TDR

Production & Quality Assurance

Shielding Production

MPWC Production (Spares)

System Integration

Ready for Installation

Figure 17: Project schedule for Muon System.

2012 2013 2014 2015 2016 2017 2018

1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

Technology R&D

Ethernet Eventbuilder Testing

InfiniBand Eventbuilder Testing

Eventbuilder Technology Choice

HLT Technology Studies

Online TDR

Implementation

TFC & ECS Firmware Development

DAQ Software Development

IT Infrastructure Acquisition

Event-Filter Farm Acquisition

Figure 18: Project schedule for Online.
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Vertex Locator Cost [kCHF]
Pixels Strips

Detector 935 1050
Sensors 345 460
Flex Hybrid 300 300
Module Cooling 290 290

Electronics 3460 2445
Front End 1420 410
Optical Links 425 420
Readout Board 700 700
General Electronics 345 345
High-Speed Cables 570 570

Infrastructure 1035 1035
RF Foil 460 460
Motion, Vacuum, Cooling 575 575

5430 4530

Table 5: Cost estimates for Vertex Locator.

Trigger Tracker Cost [kCHF]

Detector 3060
Sensors 2300
Hybrids & Connectors 760

Electronics 2595
Silicon Strip RO chip 900
Front End 450
Optical Links 345
Readout Board 740
General Electronics 160

Infrastructure 560
Support Structure 230
Cooling 330

6215

Table 6: Cost estimate for Trigger Tracker.

3.2 Cost

In the following we present the detailed cost estimates of the individual sub-systems, as
well as the cost of the Common Projects.

As far as the sub-systems are concerned, at this stage we have several technology

40



Inner Tracker Cost [kCHF]

Detector 3760
Sensors 3150
Hybrid & Flex 610

Electronics 1210
Front End 300
Optical Links 140
Readout Board 230
General Electronics 540

Infrastructure 380
Mechanics 230
Cooling 150

5350

Table 7: Cost estimate for Inner Tracker.

Central Tracker Cost [kCHF]

Detector 2880
Fibres 1100
Silicon PM 1500
Modules 280

Electronics 4020
Front End 1550
Optical Links 800
Readout Board 1270
General Electronics 400

Infrastructure 960
Support Structure 270
Cooling 390
Shielding 300

7860

Table 8: Cost estimate for Central Tracker.

options for the detector upgrade and therefore the cost evaluation is given in Tables 5 to
13 in kCHF for each option separately, including a contingency of 15%. The cost of both
technologies for the VELO, the pixel and strip solution, are given separately in Table 5.
The existing vacuum vessel of the present VELO will be reused, but a new RF foil will
be required. The current cooling system will need some modification to provide sufficient
cooling power to the new detector. The Trigger Tracker cost estimates are based on a
solution with four planes with a finer segmentation in y compared to the existing TT
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Outer Tracker Cost [kCHF]
IT Option CT Option

Detector 1680
Straws 760
Panels 430
Spacers & Wires 490

Electronics 3610 2000
Front End 1840 900
Optical Links 250 200
Readout Board 1400 780
General Electronics 120 120

Infrastructure 410
Structure adaptation 285
Mechanics 125

5700 2000

Table 9: Cost estimates for Outer Tracker.

RICH Cost [kCHF]

Detector 6170
Photon Detector 6170

Electronics 2845
Front End 1140
Optical Links 845
Readout Board 700
General Electronics 160

Infrastructure 420
Photon Detector Support 400
Mu-Metal Shield 20

9435

Table 10: Cost estimate for RICH.

(Table 6). The silicon technology for the VELO strip, Trigger Tracker and Inner Tracker
will profit from the common project of the Silicon Strip RO chip and the total cost for this
is included in Table 6. For the Outer Tracker the number of FE electronics boards that
need replacement for the 40 MHz readout depends on the technology choice of the Tracker
system. The cost for the Inner Tracker is given for the 2-ladder option (Table 7). The
3-ladder option would have an identical number of read-out channels and its cost would
simply increase proportionally to the increase in sensor surface. In case the Inner Tracker
with a silicon strip solution will be selected, short Outer Tracker modules will have to be
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Calorimeter Cost [kCHF]

Electronics 1905
Front End 690
Optical Links 410
Readout Board 660
Controls Board 65
ECS Mezzanine 50
Crates 30

1905

Table 11: Cost estimate for Calorimeter.

Muon System Cost [kCHF]

Detector 345
Chamber Material 345

Electronics 1270
Optical Links 45
Readout Board 1015
General Electronics 210

Infrastructure 230
Shielding 230

1845

Table 12: Cost estimate for Muon System.

built. On the other hand, if the scintillating-fibre Central Tracker were to be selected,
with the cost as summarized in Table 8, less of the new FE electronics for the OT would
be required. The cost for the OT modules and full electronics production are given in
Table 9. The main structure of both RICH detectors and its optical equipment will stay
untouched. The cost table for the RICH systems (Table 10) shows the budget required for
the production of new photon detectors, their mechanical support and 40 MHz readout
electronics. The Calorimeter (Table 11) requires new front-end electronics to cope with a

Trigger & Readout System Cost [kCHF]

Readout System 1495
Low Level Trigger 345

1840

Table 13: Cost estimate for Trigger and Readout System.
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Common Projects Cost [kCHF]

Online 11170
Readout Network 4940
Controls Network 905
Controls System 930
PC Farm 3125
Infrastructure 770
Timing & Fast Control 500

Common Electronics 2000
Optical Fibres & Connectors 500
Common Spares 700
Power Supplies, Crates, Racks 450
DC-DC Converter 350

General Infrastructure 2500
Civil Engineering, Building 450
Cooling & Ventilation 380
General Assembly 230
Electrical Power Supply 110
Radiation Shielding 200
Survey 120
Long Distance Cabling 590
Safety 300
Gas and Fluids Piping 120

15670

Table 14: Cost estimate for Common Projects.

data acquisition at 40 MHz. The cost for the Muon system upgrade is mainly driven by
the number of new readout boards (Table 12). Furthermore, a certain number of muon
chambers will be produced for a possible exchange as they might suffer from radiation
effects. The cost of the readout system and the Low Level Trigger for adjusting the data
rate at the input of the farm between 1 MHz and 40 MHz are summarized in Table 13.
The TFC and ECS part of the readout system amounts to 800 kCHF and is accounted
for in the detector cost.

The Common Projects consist of the online system, common electronics and the gen-
eral infrastructure. The cost is detailed in Table 14. The cost of the new farm is based
on 10 MHz input. The size of the farm is expected to increase progressively over the
following years after 2018. The common electronics includes the cost for the fibres be-
tween patch-panels and connectors. In addition, sufficient spares for the GBT electronics,
versatile links, DC-DC converters and power supplies are part of this item. Although
a large fraction of the existing infrastructure will be re-used for the upgrade, almost all
systems will require a modification or partial replacement. The data transmission over
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detector sub-system countries involved

VELO modules & infrastructure BR, CERN, ES, IE, NL, RU, UK, US
electronics & readout BR, ES, CERN, CN, NL, PL, UK, US

Tracker modules & infrastructure CERN, CH, DE, NL, RU, UK, US
electronics & readout BR, CERN, CH, CN, DE, ES, FR, NL, PL, US

RICH mechanics & infrastructure CERN, IT, UK
electronics & readout CERN, IT, RO, UK

Calo electronics & readout ES, FR, RU
Muon chambers IT, RU

electronics & readout IT
Trigger electronics & readout BR, CN, FR, IT

Table 15: Expressions of interest to the detector construction, subject to funding.

optical fibres will be mandatory for all detectors and the access to the area upstream of
the magnet needs to be modified. Detectors such as the Central Tracker or the Inner
Tracker require new cooling systems including new piping. A large number of optical
fibres will have to be pulled from the underground to the surface up to a new data center.
The general and detector safety systems will be upgraded to the new conditions in the
cavern. The transport team during operation consists of two staff at present and this
will have to be increased to six staff during the peak period of the installation. During
the installation and after moving the detectors in their final position, a survey team will
measure the final position of each sub-system.

The overall cost of the LHCb upgrade varies with the choice of the sub-system tech-
nology. The core cost of the experiment including the pixel solution for the VELO and an
Inner Tracker amounts to 53.4 MCHF, while a choice for the VELO strip and a Central
Tracker will reduce the overall cost only slightly to 51.3 MCHF. Any other combination of
technologies will stay in-between these values. For the Particle Identification system, i.e.
the RICH, Calorimeter and Muon detectors, we foresee an additional reserve of 3.5 MCHF
in order to account for possible modifications of some of the detector elements to comply
with a luminosity of L = 2× 1033cm−2s−1. Including this reserve, the total upgrade cost
amounts to 57 MCHF.

3.3 Expressions of interest

Subject to funding, Table 15 summarizes the expressions of interest of the countries in
the LHCb collaboration to the construction of the different detector sub-systems, whereas
Table 16 lists the participating institutes. In addition to contributing to the core detector
cost, all institutes will participate with manpower and common funds to the Common
Projects consisting of the Online, Common Electronics, Infrastructure and Computing.
The common funds as detailed in Table 14 amount to ∼ 30% of the total upgrade cost.
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Code Country Institutes

BR Brasil CBPF1, UFRL2, PUC-Rio3

CERN CERN CERN38

CN China Tsinghua Univ.4

CH Switzerland EPFL Lausanne39, Univ. Zürich40

DE Germany TU Dortmund10, MPIK Heidelberg11, Uni Heidelberg12,
Uni Rostock13

ES Spain Univ. Barcelona36, Univ. Santiago de Compostela37

FR France CNRS/IN2P3: LAPP5, LPC6, CPPM7, LAL8, LPNHE9

IE Ireland Univ. College Dublin14

IT Italy INFN: Bari15, Bologna16, Cagliari17, Ferrara18, Firenze19,
Frascati20, Genova21, Milano22, Roma Tor Vergata23,
Roma La Sapienza24

NL Netherlands Nikhef41, VU Univ. Amsterdam42

PK Pakistan Lahore Univ.25

PL Poland Henry Niewodniczanski Inst. Krakow26, AGH Univ. Krakow27,
Soltan Inst. Warsaw28

RO Romania Horia Hulubei Nat. Inst. Bucharest29

RU Russia PNPI30, ITEP31, SINP MSU32, INR RAN33,
SB RAS Novosibirsk Univ.34, IHEP35

UA Ukraine NSC KIPT43, KINR44

UK Great Britain Birmingham45, Bristol46, Cambridge47, Warwick48,
STFC RAL49, Edinburgh50, Glasgow51, Liverpool52,
Imperial College London53, Manchester54, Oxford55

US United States Cincinnati56, Syracuse57

Table 16: List of participating institutes, with reference to the authorlist.
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