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On the limit cycles of a class of Kukles type differential systems

R. Rabanal
ON THE LIMIT CYCLES OF A CLASS OF KUKLES TYPE DIFFERENTIAL SYSTEMS

ROLAND RABANAL

Abstract. We study the limit cycles of two families of differential systems in the plane. These systems are obtained by polynomial perturbations with arbitrary degree on the second component of the standard linear center. In this context, in both cases, we provide an accurate upper bound of the maximum number of limit cycles that the perturbed system can have bifurcating from the periodic orbits of the linear center, using the averaging theory of first, second and third order.

1. Introduction and statement of the results

One of the main problems in the qualitative theory of real planar differential systems is the determination of limit cycles as defined by Poincaré [18]: existence, number and stability. For instance, the second part of the 16th Hilbert problem [11, 25] wants to find an upper bound on the maximum number of limit cycles that a polynomial vector field of a fixed degree can have. We shall consider a very particular case, and we will try to give a partial answer to this problem for the Kukles type systems: the polynomial differential systems of the form

\[ \dot{x} = -y, \quad \dot{y} = x + \lambda y + \sum_{d=2}^{n} g_d(x, y), \]

where \( \lambda \in \mathbb{R} \) and \( g_d(x, y) \) is a homogeneous polynomial of degree \( d \in \mathbb{Z}^+ \).

It was initiated by Kukles [10], giving necessary and sufficient conditions in order that (1) with \( n = 3 \) has a center at the origin. This cubic system without the term \( y^3 \) was also studied in [21] and the authors called it reduced. In [20] appear a description of the bifurcation of its critical period, and [4] presents the existence of reduced Kukles systems with five limit cycles. It was also studied in [27] by using techniques of bifurcation theory and qualitative analysis. In [22]
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the author proves that some cubic systems of the form (1) can have seven limit cycles. In [17] we can found some interesting center characterizations of these cubic systems by using symbolic calculations.

System (1) with \( \lambda = 0 \) has either a center or a weak focus at the origin, and it is closed related with the problem to distinguish a center from a focus. To describe it, we choose one–sided analytic transversal at the origin with a local analytic parameter \( h \), and represent the return map by an expansion \( r(h) = h + \sum_{i=0}^{\infty} v_i h^i \). The stability of the origin is clearly given by the sign of the first non–zero \( v_i \). If all the \( v_i \) are zero then the origin is a center: all the regular orbits in some neighborhood are simple closed curves, surrounding the singularity. If the displacement function \( \delta(h) = r(h) - h \) is not flat (i.e. there exists \( i \) such that its \( i \)th derivative \( \delta^{(i)}(0) \neq 0 \)) we have a weak focus. The origin is a weak focus of order \( k \) if \( v_i = 0 \) for each \( i \leq 2k \) but \( v_{2k+1} \neq 0 \). Moreover, it is well–known that at most \( k \) limit cycles can bifurcate from a weak focus of order \( k \) under perturbation of the coefficients of \( \sum_{d=2}^{n} g_d(x,y) \). For more details about the definitions and statements of this paragraph see, for instance [1, 19].

1.1. Kukles type systems. We are particularly interested in study the maximum number of small amplitude limit cycles of a class of systems as in (1) which can coexist with closed invariant algebraic curves [6, 5, 24, 23, 28]. In this way, our methods are strongly influenced by the methods and ideas from [14, 15, 16], and following [13] we apply the averaging theory in order to study the maximum number of limit cycles which can bifurcate from the linear center \( \dot{x} = -y, \dot{y} = x \), perturbed in a special class of systems. Specifically, we consider the following system in the plane:

\[
\dot{x} = -y, \\
\dot{y} = x + (x^2 + y^2) \sum_{\ell \geq 1} \varepsilon^\ell (q_\ell(x,y) - A_\ell),
\]

where \( A_\ell > 0 \) and the polynomial \( q_\ell(x,y) \) has degree \( n_\ell - 2 \geq 1 \) with \( q_\ell(0,0) = 0 \).

**Theorem 1.1.** Assume that for \( \ell = 1, 2, 3 \) the constants \( A_\ell > 0 \), the polynomials \( q_\ell(x,y) \) have degree \( n_\ell - 2 \) and \( q_\ell(0,0) = 0 \). Suppose that \( n_\ell \in \{2k_\ell, 2k_\ell - 1\} \) and \( k_\ell \geq 2 \). Then for \( |\varepsilon| \neq 0 \), sufficiently small the maximum number of limit cycles of system (2) bifurcating from the periodic orbits of the linear center \( \dot{x} = -y, \dot{y} = x \) using the averaging theory

(a) of first order is \( k_1 - 2 \).

(b) of second order is \( \max \left\{ k_2 - 2; 2 \left[ \frac{n_1 - 2}{2} \right] - 2 \right\} \).

(c) of third order is \( \max \left\{ k_3 - 2; \left[ \frac{n_2 - 2}{2} \right] - 1 \right\} \).
Theorem 1.1 was motivated by the results of [23] and [13]. In [23], the authors introduce the following systems:

\[
\dot{x} = -y, \\
\dot{y} = x + \varepsilon(x^2 + y^2) \left( \sum_{i=1}^{n_1-2} (q_i x^i + \tilde{q}_i y^i) - A_1 \right),
\]

where \(q_i, \tilde{q}_i \in \mathbb{R}\) and \(A_1 > 0\). This class is given by using the canonical form of Kukles type systems with an invariant ellipse, presented in [5] (see also [6]). Moreover, some results of [23] are achieved by using a nice application of a theorem of [7]. In this context, (2) extends (3), and Subsection 3.1 also gives the results of [23] (without using [7], but applying the methods of [13]).

1.2. A second family. In order to research the limit cycles of systems of the form (1), we extend the class (2) by considering the system

\[
\dot{x} = -y, \\
\dot{y} = x + \sum_{\ell \geq 1} \varepsilon^\ell \left( (x^2 + y^2)(q_\ell(x,y) - A_\ell) - Q_\ell(x,y) \right);
\]

where

\[
Q_\ell(x,y) = E^2(x + \frac{1}{A_\ell})(1 + x + \frac{1}{A_\ell})(q_\ell(x,y) - A_\ell)
\]

and \(0 \leq E < 1\). In particular, when \(E = 0\) we obtain (2). Therefore, by applying the methods of the proof of Theorem 1.1 give us the next:

**Theorem 1.2.** Assume that for \(\ell = 1,2\) the constants \(A_\ell > 0\), the polynomials \(q_\ell(x,y)\) have degree \(n_\ell - 2\) and \(q_\ell(0,0) = 0\). Suppose that \(n_\ell \in \{2k_\ell, 2k_\ell - 1\}\) and \(k_\ell \geq 2\). Then for \(|\varepsilon| \neq 0\), sufficiently small the maximum number of limit cycles of (4) bifurcating from the periodic orbits of the linear center \(\dot{x} = -y, \dot{y} = x\) using the averaging theory

(a) of first order is \(\max \left\{ k_1 - 2; \left\lfloor \frac{n_1 - 2}{2} \right\rfloor - 1 \right\}\),

(b) of second order is \(\max \left\{ k_2 - 2; \left\lfloor \frac{n_2 - 2}{2} \right\rfloor - 1 \right\}\),

(c) of third order is \(\max \left\{ k_3 - 2; \left\lfloor \frac{n_3 - 2}{2} \right\rfloor - 1 \right\}\).

Both theorems are obtained by using the averaging method. Section 2 describe the averaging method. Section 3 contains the proof of Theorem 1.1 and Section 4 presents Theorem 1.2.
2. THE AVERAGING THEORY OF FIRST, SECOND AND THIRD ORDER

The averaging theory is also an interesting method to research the limit cycles. Essentially, we have to look the zeros of some specific function, associated to the system. It was developed many years ago and can be found in the books [26, 9], and more recently in [12, 2, 3, 8]. It is summarized as follows.

Consider the differential system

\[ \dot{x} = \varepsilon F_1(\theta, x) + \varepsilon^2 F_2(\theta, x) + \varepsilon^3 F_3(\theta, x) + \varepsilon^4 R(\theta, x, \varepsilon), \]

where \( F_1, F_2, F_3 : \mathbb{R} \times D \to \mathbb{R} \) and \( R : \mathbb{R} \times D \times (\varepsilon_0, \varepsilon_0) \to \mathbb{R} \) are continuous functions, \( T \)–periodic in the first variable, and \( D \) is an open subset of \( \mathbb{R} \). Assume that the following hypotheses (i) and (ii) hold.

(i) \( F_1(\theta, \cdot) \in C^2(D), F_2(\theta, \cdot) \in C^1(D) \) for all \( \theta \in \mathbb{R} \); and \( F_1, F_2, F_3, R, D_2^2 F_1, D_2 F_2 \) are locally Lipschitz with respect to \( x \), and \( R \) is twice differentiable with respect to \( \varepsilon \). We define \( F_{k,0} : D \to \mathbb{R} \) for \( k = 1, 2, 3 \) as

\[
F_{1,0}(z) = \frac{1}{T} \int_0^T F_1(s, z) ds,
\]

\[
F_{2,0}(z) = \frac{1}{T} \int_0^T [D_2 F_1(s, z) \cdot y_1(s, z) + F_2(s, z)] ds,
\]

\[
F_{3,0}(z) = \frac{1}{T} \int_0^T \left[ \left( y_1(s, z) \right)^2 \frac{\partial^2}{\partial r^2} F_1(s, z) \cdot y_1(s, z) + \frac{1}{2} \frac{\partial}{\partial r} F_1(s, z) \cdot y_2(s, z) + \frac{\partial}{\partial r} F_2(s, z) \cdot y_1(s, z) + F_3(s, z) \right] ds.
\]

where

\[
y_1(s, z) = \int_0^s F_1(t, z) dt,
\]

\[
y_2(s, z) = \int_0^s \left[ \frac{\partial}{\partial z} F_1(t, z) \int_0^t F_1(r, z) dr + F_2(t, z) \right] dt.
\]

(ii) For \( V \subset D \) an open and bounded set and for each \( \varepsilon \in (\varepsilon_0, \varepsilon_0) \setminus \{0\} \), there exists \( a_{\varepsilon,3} \in V \) such that \( F_{1,0}(a_{\varepsilon,3}) + \varepsilon F_{2,0}(a_{\varepsilon,3}) + \varepsilon^2 F_{3,0}(a_{\varepsilon,3}) = 0 \) and \( d_B(F_{1,0} + \varepsilon F_{2,0} + \varepsilon^2 F_{3,0}, V, a_{\varepsilon,3}) \neq 0 \).

Then for \( |\varepsilon| > 0 \), sufficiently small there exists a \( T \)–periodic solution \( \varphi(\cdot, a_{\varepsilon}) \) of system such that \( \varphi(0, a_{\varepsilon}) \to a_{\varepsilon,3} \) when \( \varepsilon \to 0 \).

The expression \( d_B(F_{1,0} + \varepsilon F_{2,0} + \varepsilon^2 F_{3,0}, V, a_{\varepsilon,3}) \neq 0 \) means that the Brouwer degree of the function \( F_{1,0} + \varepsilon F_{2,0} + \varepsilon^2 F_{3,0} : V \to \mathbb{R} \) at the point \( a_{\varepsilon,3} \) is not zero.

If \( F_{1,0} \) is not identically zero, then the zeros of \( F_{1,0} + \varepsilon F_{2,0} + \varepsilon^2 F_{3,0} \) are mainly the zeros of \( F_{1,0} \) for \( \varepsilon \) sufficiently small. In this case the previous result provides the averaging theory of first order.
If $F_{1,0}$ is identically zero and $F_{2,0}$ is not identically zero, then the zeros of $F_{1,0} + \varepsilon F_{2,0} + \varepsilon^2 F_{3,0}$ are mainly the zeros of $F_{2,0}$ for $\varepsilon$ sufficiently small. In this case the previous result provides the averaging theory of second order.

If $F_{1,0}$ and $F_{2,0}$ is identically zero and $F_{3,0}$ is not identically zero, then the zeros of $F_{1,0} + \varepsilon F_{2,0} + \varepsilon^2 F_{3,0}$ are mainly the zeros of $F_{3,0}$ for $\varepsilon$ sufficiently small. In this case the previous result provides the averaging theory of third order.

3. Proof of Theorem 1.1

Theorem 1.1 is obtained by using the results of Section 2. So, the next formulae will be needed.

\begin{equation}
\int_0^{2\pi} \cos^{2p+1} \theta \sin^q d\theta = \int_0^{2\pi} \cos^p \theta \sin^{2q+1} d\theta = 0, \quad \forall p, q \in \mathbb{N} \cup \{0\}.
\end{equation}

It follows because the integrant functions are odd. Moreover, for a polynomial of the form

\begin{equation}
qu_1(x, y) = \sum_{d=1}^{n_1-2} \left( \sum_{j=0}^{d} a_{j,d} x^{d-j} y^j \right),
\end{equation}

we consider

\begin{align}
q_1(x, y) &= \sum_{i=1}^{\left\lfloor \frac{n_1-2}{2} \right\rfloor} \left( \sum_{i=1}^{i} a_{2i-1,2i} x^{2i-2i+1} y^{2i-1} \right) + \sum_{i=1}^{k_1-1} \left( \sum_{i=0}^{i} a_{2i,2i-1} x^{2i-1} y^{2i} \right) \\
&+ \sum_{i=1}^{\left\lfloor \frac{n_1-2}{2} \right\rfloor} \left( \sum_{i=0}^{i} a_{2i,2i} x^{2i} y^{2i} \right) + \sum_{i=1}^{k_1-1} \left( \sum_{i=0}^{i} a_{2i-1,2i-1} x^{2i-2i-1} y^{2i-1} \right).
\end{align}

3.1. Proof of statement (a) of Theorem 1.1. This proof is based on the first order averaging theory, by using the coordinates $(r, \theta)$ with

\begin{equation}
x = r \cos \theta, \quad y = r \sin \theta, \quad \text{and} \quad r > 0.
\end{equation}

In this context, system (2), with $\ell = 1$ can be written as

\begin{align}
\dot{r} &= \varepsilon r^2 \left( q_1(r \cos \theta, r \sin \theta) - A_1 \right) \sin \theta, \\
\dot{\theta} &= 1 + \varepsilon r \left( q_1(r \cos \theta, r \sin \theta) - A_1 \right) \cos \theta.
\end{align}

Now taking $\theta$ as the new independent variable and using that $q_1(0, 0) = 0$, the system becomes

\begin{equation}
\frac{dr}{d\theta} = \varepsilon r^2 \left( q_1(r \cos \theta, r \sin \theta) - A_1 \right) \sin \theta + O(\varepsilon^2),
\end{equation}
which is in the standard form for applying the averaging theory. Therefore

\[ F_{1,0}(r) = \frac{1}{2\pi} \int_0^{2\pi} r^2 \left( q_1(r \cos \theta, r \sin \theta) - A_1 \right) \sin \theta d\theta \]

satisfies

\[ F_{1,0}(r) = \frac{r^2}{2\pi} \int_0^{2\pi} q_1(r \cos \theta, r \sin \theta) \sin \theta d\theta. \]

By using (7), the formulae in (6) show that

\[ F_{1,0}(r) = r^3 \frac{1}{2\pi} \sum_{i=1}^{k_1-1} \left( \sum_{i=1}^\ell a_{2i-1,2i-1} \int_0^{2\pi} \cos^{2i-2i} \theta \sin^{2i} \theta d\theta \right) r^{2i-2}, \]

for every \( n_1 \in \{2k_1, 2k_1 - 1\} \).

The polynomial (11) has at most \( 2(k_1-1)-2 = k_1 - 2 \) positive roots, and we can select the coefficients in such a way that \( F_{1,0}(r) \) has exactly \( k_1 - 2 \) simple positive roots. Therefore, Statement (a) in Theorem 1.1 holds.

**Corollary 3.1.** There are \( \varepsilon > 0 \) and some \( q_1(x, y) \) such that (2), with \( \ell = 1 \) and \( n_1 \in \{2k_1, 2k_1 - 1\} \) has a weak focus of order \( k_1 - 1 \), located at the origin.

**Proof.** The result is directly obtained from (9) and (11) because \( 2(k_1-1)-2+3 = 2(k_1 - 1) + 1 \). We conclude from the definition of order of a weak focus and \( F_{1,0}(r) \). \( \square \)

**Remark 3.2.** In particular, when \( n_1 = 3 \) and \( q_1(x, y) = a_{0,1} x + a_{1,1} y \) with \( a_{1,1} \neq 0 \) we obtain that \( F_{1,0}(r) = \frac{a_{1,1}}{2} r^3 \). Therefore, (2) induces a system with a focus of order one, located at the origin. Notice that \( \frac{\partial}{\partial y} q_1(0, 0) = a_{1,1} \).

### 3.2. Proof of Statement (b) of Theorem 1.1.

As before we apply the change of variables (8). In this context, if we write

\[ q_1(x, y) = \sum_{d=1}^{n_1-2} \left( \sum_{j=0}^d a_{j,d} x^{d-j} y^j \right) \quad \text{and} \quad q_2(x, y) = \sum_{d=1}^{n_2-2} \left( \sum_{j=0}^d b_{j,d} x^{d-j} y^j \right), \]

then system (2), with \( \ell = 1, 2 \) take the form

\[ \dot{r} = -\varepsilon \left( A_1 + \varepsilon A_2 - q_1(r, \theta) - \varepsilon q_2(r, \theta) \right) r^2 \sin \theta \]

\[ \dot{\theta} = 1 - \varepsilon \left( A_1 + \varepsilon A_2 - q_1(r, \theta) - \varepsilon q_2(r, \theta) \right) r \cos \theta, \]

where \( q_j(r, \theta) = q_j(r \cos \theta, r \sin \theta) \), for every \( j \in \{1, 2\} \).

Taking \( \theta \) as the new independent variable, system (12) becomes

\[ \frac{dr}{d\theta} = \varepsilon F_1(r, \theta) + \varepsilon^2 F_2(r, \theta) + O(\varepsilon^3) \]
where

\[
\begin{align*}
F_1(r, \theta) &= \left(q_1(r, \theta) - A_1\right)r^2 \sin \theta; \\
F_2(r, \theta) &= \left(q_2(r, \theta) - A_2 - (q_1(r, \theta) - A_1)^2 r \cos \theta\right)r^2 \sin \theta.
\end{align*}
\]

In order to compute $F_{2,0}(r)$, we need that $F_{1,0}(r)$ be identically zero. Then from equation (11) we consider:

\[
a_{2i-1,2i-1} = 0, \quad \forall 1 \leq i, \ell \leq k_1 - 1.
\]

First we compute

\[
\frac{\partial}{\partial r} F_1(r, \theta) = \sum_{i=1}^{\left\lfloor \frac{n_1}{2} \right\rfloor} \left( \sum_{i=1}^{n_1} a_{2i-1,2i} \sum_{a=0}^{i-1} \left( \begin{array}{c} i \\ a \end{array} \right) (-1)^a \sin^{2a+2i} \theta \cos \theta \right) r^{2i+2} - A_1 r^2 \sin \theta
\]

\[
+ \sum_{i=1}^{\left\lfloor \frac{n_1}{2} \right\rfloor} \left( \sum_{i=1}^{n_1} a_{2i,2i} \sum_{a=0}^{i} \left( \begin{array}{c} i \\ a \end{array} \right) (-1)^a \cos^{2i-2i+1} \theta \sin \theta \right) r^{2i+2}
\]

\[
+ \sum_{i=1}^{k_1-1} \left( \sum_{i=1}^{n_1} a_{2i,2i-1} \sum_{a=0}^{i} \left( \begin{array}{c} i \\ a \end{array} \right) (-1)^a \cos^{2i-2i+2a-1} \theta \sin \theta \right) r^{2i+1}.
\]

Then

\[
y_1(r, \theta) = \sum_{i=1}^{\left\lfloor \frac{n_1}{2} \right\rfloor} \left( \sum_{i=1}^{n_1} a_{2i-1,2i} \sum_{a=0}^{i-1} \left( \begin{array}{c} i \\ a \end{array} \right) \sin^{2a+2i+1} \theta \cos \theta \right) r^{2i+2}
\]

\[
+ A_1(\cos \theta - 1)r^2
\]

\[
+ \sum_{i=1}^{\left\lfloor \frac{n_1}{2} \right\rfloor} \left( \sum_{i=1}^{n_1} a_{2i,2i} \sum_{a=0}^{i} \left( \begin{array}{c} i \\ a \end{array} \right) \frac{\cos^{2i-2i+2a+1} \theta}{2i - 2i + 2a + 1} (-1)^a \right) r^{2i+2}
\]
By using (6) we obtain that

$$2\pi F_{2,0}(r) = \int_0^{2\pi} \left( \frac{\partial}{\partial r} F_1(r, \theta) \cdot y_1(r, \theta) + F_2(r, \theta) \right) d\theta,$$

(18)

$$= 2A_1 \sum_{i=1}^{\lfloor n/2 \rfloor} \left( \sum_{i=1}^{t} \sum_{a=0}^{i} \left( i - a \right) \int_0^{2\pi} \frac{\sin^{2a+2i+2} \theta d\theta}{2a + 2i + 1} (-1)^{a+1} \right) r^{2i+3}$$

$$+ A_1 \sum_{i=1}^{\lfloor n/2 \rfloor} \left( \sum_{i=1}^{t} \sum_{a=0}^{i} \left( i - a \right) \int_0^{2\pi} \cos^{2i+2i+2} \theta \sin^{2i} \theta d\theta \right) (2i + 2) r^{2i+3}$$

$$+ \sum_{i=1}^{\lfloor n/2 \rfloor} \sum_{i=1}^{\lfloor n/2 \rfloor} \sum_{i=0}^{t} \sum_{a=0}^{i} a_{2i-2a} a_{2i-2a}(*) (2i + 2) r^{2i+2a+3}$$

$$+ \sum_{i=1}^{\lfloor n/2 \rfloor} \sum_{i=1}^{\lfloor n/2 \rfloor} \sum_{i=0}^{t} \sum_{a=0}^{i} a_{2i-2a} a_{2i-2a}(**) (2i + 2) r^{2i+2a+3} + \int_0^{2\pi} F_2(r, \theta) d\theta,$$

where

$$(*) = \sum_{a=0}^{i} \left( i - a \right) \int_0^{2\pi} \frac{\cos^{2i+2a+2i} \theta \sin^{2i} \theta d\theta}{2a + 2i + 1} (-1)^{a+1}$$

and

$$(**) = \sum_{a=0}^{i} \left( i - a \right) \int_0^{2\pi} \frac{\cos^{2i} \theta \sin^{2i+2a+2i} \theta d\theta}{2a + 2i + 1} (-1)^{a}.$$
Therefore, (18), (19), (20), (21) give that
\[
\omega = \sum_{i=1}^{[\frac{n_i-2}{2}]} \left( \sum_{i=1}^{\lfloor \frac{\ell}{2} \rfloor} a_{2i-1,2i} \int_{0}^{2\pi} \cos^{2\ell-2i+2} \theta \sin^{2i} \theta d\theta \right) r^{2\ell+3}.
\]
Moreover, since \( q \) satisfies (7) with \( D_{q_i} = 0 \) (see (14)) and
\[
(q_1(x,y))^2 = A_{q_1}^2 + 2B_{q_1} A_{q_1} + B_{q_1}^2 + 2B_{q_1} C_{q_1} + C_{q_1}^2
\]
and
\[
+ 2 \sum_{i=1}^{[\frac{n_i-2}{2}]} \left( \sum_{i=1}^{\lfloor \frac{\ell}{2} \rfloor} a_{2i,2i} a_{2i-1,2i} x^{2\ell-2i+2+2i-2i+1} y^{2i+2i-1},
\]
we have that
\[
r^3 \int_{0}^{2\pi} (q_1(r,\theta))^2 \cos \theta \sin \theta d\theta = 2 \sum_{i=1}^{[\frac{n_i-2}{2}]} \left( \sum_{i=1}^{\lfloor \frac{\ell}{2} \rfloor} a_{2i-1,2i} \left( \sum_{i=1}^{\lfloor \frac{\ell}{2} \rfloor} a_{2i,2i} a_{2i-1,2i} (**) \right) r^{2\ell+2i+1}
\]
where
\[
(***) = \int_{0}^{2\pi} \cos^{2\ell-2i+2} \theta \sin^{2i+2i} \theta d\theta.
\]
Therefore, (18), (19), (20), (21) give that
\[
2\pi F_{2,0}(r) = 2A_1 \sum_{i=1}^{[\frac{n_i-2}{2}]} \left( \sum_{i=1}^{\lfloor \frac{\ell}{2} \rfloor} a_{2i-1,2i} \left( \sum_{i=1}^{\lfloor \frac{\ell}{2} \rfloor} a_{2i,2i} \left( \sum_{i=1}^{\lfloor \frac{\ell}{2} \rfloor} a_{2i-1,2i} (**) \right) r^{2i+2i+3} \right) (2\ell + 2)r^{2\ell+3}
\]
\[
+ \sum_{i=1}^{[\frac{n_i-2}{2}]} \left( \sum_{i=1}^{\lfloor \frac{\ell}{2} \rfloor} a_{2i-1,2i} \left( \sum_{i=1}^{\lfloor \frac{\ell}{2} \rfloor} a_{2i,2i} \left( \sum_{i=1}^{\lfloor \frac{\ell}{2} \rfloor} a_{2i-1,2i} (**) \right) r^{2i+2i+3} \right) (2\ell + 2)r^{2\ell+3}
\]
\[
+ \sum_{i=1}^{[\frac{n_i-2}{2}]} \left( \sum_{i=1}^{\lfloor \frac{\ell}{2} \rfloor} a_{2i-1,2i} \left( \sum_{i=1}^{\lfloor \frac{\ell}{2} \rfloor} a_{2i,2i} \left( \sum_{i=1}^{\lfloor \frac{\ell}{2} \rfloor} a_{2i-1,2i} (**) \right) r^{2i+2i+3} \right) (2\ell + 2)r^{2\ell+3}
\]
\[
+ k_{2-1-1} \sum_{i=1}^{\lfloor \frac{\ell}{2} \rfloor} b_{2i-1,2i-1} \int_{0}^{2\pi} \cos^{2\ell-2i} \theta \sin^{2i} \theta d\theta r^{2\ell+1}
\]
\[
+ 2A_1 \sum_{i=1}^{[\frac{n_i-2}{2}]} \left( \sum_{i=1}^{\lfloor \frac{\ell}{2} \rfloor} a_{2i-1,2i} \left( \sum_{i=1}^{\lfloor \frac{\ell}{2} \rfloor} a_{2i,2i} \left( \sum_{i=1}^{\lfloor \frac{\ell}{2} \rfloor} a_{2i-1,2i} (**) \right) r^{2i+2i+3} \right) (2\ell + 2)r^{2\ell+3}
\]
Consequently, we can choose the coefficients $a_{2i-1, 2i}$ and $b_{2i-1, 2i-1}$ in such a way that $F_{2,0}(r)$ has exactly $\max \left\{ k_2 - 2; 2 \left\lfloor \frac{n_2-2}{2} \right\rfloor \right\}$ real positive roots. Thus, statement (b) of Theorem 1.1 holds.

3.3. Proof of statement (c) of Theorem 1.1. By using (8) and $q_3(x, y) = \sum_{d=1}^{n_3-2} \left( \sum_{j=0}^{d} \bar{a}_{j,d} e^{d-j} y^j \right)$, system (2) take the form

\begin{align}
\dot{r} &= - \varepsilon \left( A_1 + \varepsilon A_2 + \varepsilon^2 A_3 - q_1(r, \theta) - \varepsilon q_2(r, \theta) - \varepsilon^2 q_3(r, \theta) \right) r^2 \sin \theta,
\dot{\theta} &= 1 - \varepsilon \left( A_1 + \varepsilon A_2 + \varepsilon^2 A_3 - q_1(r, \theta) - \varepsilon q_2(r, \theta) - \varepsilon^2 q_3(r, \theta) \right) r \sin \theta;
\end{align}

where $q_j(r, \theta) = q_j(r \cos \theta, r \sin \theta)$, for every $j \in \{1, 2, 3\}$. Thus, taking $\theta$ as the independent variable, system (23) becomes

\begin{align}
\frac{dr}{d\theta} &= \varepsilon F_1(r, \theta) + \varepsilon^2 F_2(r, \theta) + \varepsilon^3 F_3(r, \theta) + \mathcal{O}(\varepsilon^4)
\end{align}

where

\begin{align}
F_1(r, \theta) &= \left( q_1(r, \theta) - A_1 \right) r^2 \sin \theta;
F_2(r, \theta) &= \left( q_2(r, \theta) - A_2 - (A_1 - q_1(r, \theta))^2 r \cos \theta \right) r^2 \sin \theta;
F_3(r, \theta) &= \left( (q_1(r, \theta) - A_1)^3 r^2 \cos^2 \theta - A_3 + q_3(r, \theta) \right. \\
&\left. - 2(q_1(r, \theta) - A_1)(q_2(r, \theta) - A_2) r \cos \theta \right) r^2 \sin \theta.
\end{align}

To compute $F_{3,0}(r)$, we need that $F_{1,0}(r) = F_{2,0}(r) = 0$. By (22), we assume (14) and

\begin{align}
a_{2i-1, 2i-1} &= 0, & &1 \leq i, \ell \leq k_1 - 1; \\
a_{2i-1, 2i} &= 0, & &1 \leq i, \ell \leq \left\lfloor \frac{n_1-2}{2} \right\rfloor; \\
a_{2i, 2i} &= 0, & &0 \leq i \leq \left\lfloor \frac{n_2-2}{2} \right\rfloor, 1 \leq \ell \leq \left\lfloor \frac{n_2-2}{2} \right\rfloor; \\
b_{2i-1, 2i-1} &= 0, & &1 \leq i, \ell \leq k_2 - 1.
\end{align}

Thus (17) implies that

\begin{align}
y_1(r, \theta) &= A_1 \cos \theta - 1) r^2 \\
&+ \sum_{k_1-1}^{k_1-1} \left( \sum_{i=0}^{k_1-1} a_{2i, 2i} \sum_{a=0}^{i} \left( \begin{array}{c} i \\ a \end{array} \right) \frac{1 - \cos^{2i-2a+2a} \theta}{2i + 2a + 2a} (-1)^a \right) r^{2a+1}.
\end{align}
Similarly, (15) gives
\begin{equation}
(27) \quad \frac{\partial}{\partial r} F_1(r, \theta) = \sum_{i=1}^{k_1-1} \sum_{i=0}^{l-1} a_{2i,2l-1} \cos^{2i-2l-1} \theta \sin^{2i+1} \theta (2l+1)(2l+1)_r^2 - 2A_1 r \sin \theta
\end{equation}
and
\begin{equation}
\frac{\partial^2}{\partial r^2} F_1(r, \theta) = \sin \theta \left[ \sum_{i=1}^{k_1-1} \left( \sum_{i=0}^{l-1} a_{2i,2l-1} \cos^{2i-2l-1} \theta \sin^{2i} \theta \right) (2l+1)(2l+1)_r^{2l-1} - 2A_1 \right].
\end{equation}

Consequently, there are \(a_j \in \mathbb{R}\) and \(m \in \mathbb{N}\) such that
\begin{equation}
\left( y_1(r, \theta) \right)^2 \frac{\partial^2}{\partial r^2} F_1(r, \theta) = \sin \theta \sum_{j=0}^{m} a_j \sin^{2m_j} \theta \cos^j \theta, \quad m_j, m_j \in \mathbb{N} \cup \{0\},
\end{equation}
because \(y_1(r, \theta)\) does not include powers of the sine function, see (26). Therefore,
\begin{equation}
\int_0^{2\pi} 2 \left( y_1(r, \theta) \right)^2 \frac{\partial^2}{\partial r^2} F_1(r, \theta) \cdot y_1(r, \theta) d\theta = 0,
\end{equation}
and so
\begin{equation}
(28) \quad F_{3,0}(r) = \frac{1}{2\pi} \int_0^{2\pi} \left[ \frac{1}{2} \frac{\partial}{\partial r} F_1(r, \theta) y_2(r, \theta) + \frac{\partial}{\partial r} F_2(r, \theta) y_1(r, \theta) + F_3(r, \theta) \right] d\theta.
\end{equation}

To compute \(\frac{\partial}{\partial r} F_2(r, \theta) \cdot y_1(r, \theta)\), with \(F_2(r, \theta)\) as in (24) we rewrite
\begin{equation}
F_2(r, \theta) = \underbrace{(q_2(r, \theta) - A_2)}_{**} r^2 \sin \theta - \underbrace{(A_1 - q_1(r, \theta)}_{*}^2 r^2 \cos \theta \sin \theta
\end{equation}
As the expression (***) has the form of \(F_1(r, \theta)\), then (15) and (25) imply
\begin{equation}
\frac{\partial}{\partial r} (***) = \sum_{i=1}^{n_l} \left( \sum_{i=1}^{l} b_{2i-1,2i} \cos^{2i-2i+1} \theta \sin^{2i} \theta \right) (2l+2)_r^{2l+1} - 2A_2 r \sin \theta
\end{equation}
\begin{equation}
+ \sum_{i=1}^{n_l} \left( \sum_{i=0}^{l} b_{2i,2i} \cos^{2i-2i} \theta \sin^{2i+1} \theta \right) (2l+2)_r^{2l+1}
\end{equation}
\begin{equation}
+ \sum_{i=1}^{n_l} \left( \sum_{i=0}^{l-1} b_{2i,2i-1} \cos^{2i-2i-1} \theta \sin^{2i+1} \theta \right) (2l+1)_r^{2l}.
\end{equation}
Similarly, \(\frac{\partial}{\partial r} (*)\) is equal to
\begin{equation}
3A_1^2 \cos \theta \sin \theta r^2 - \frac{\partial}{\partial r} \left[ 2A_1 q_1(r, \theta) \cos \theta \sin \theta r^3 \right] + \frac{\partial}{\partial r} \left[ \left( q_1(r, \theta) \right)^2 \cos \theta \sin \theta r^3 \right],
\end{equation}
where
\begin{equation}
q_1(r, \theta) = \sum_{i=1}^{k_1-1} \left( \sum_{i=0}^{\ell} a_{2i,2r-1} \cos^{2r-1-2i} \theta \sin^{2i} \theta \right) r^{2i-1}
\end{equation}

and
\begin{equation}
\left( q_1(r, \theta) \right)^2 = \sum_{i=1}^{k_1-1} \sum_{i=0}^{\ell} a_{2i,2r-1} \cos^{2r+2i-2i-2i-2} \theta \sin^{2i+2r} \theta r^{2i+2r-2}.
\end{equation}

Thus,
\begin{equation}
\frac{\partial}{\partial r} F_2(r, \theta) = 3A_1^2 \cos \theta \sin \theta \cdot 2 - 2A_1 \sum_{i=1}^{k_1-1} \sum_{i=0}^{\ell} a_{2i,2r-1} \cos^{2r-2i-1} \theta \sin^{2i+1} \theta (2i + 1) r^{2i+1} + \sum_{i=1}^{k_2-1} \sum_{i=0}^{\ell} b_{2i,2r-1} \cos^{2r-2i-1} \theta \sin^{2i+1} \theta (2i + 1) r^{2i+1}
\end{equation}

and
\begin{equation}
\frac{\partial}{\partial r} F_2(r, \theta) = \sum_{i=1}^{k_2-1} \sum_{i=0}^{\ell} b_{2i,2r-1} \cos^{2r-2i-1} \theta \sin^{2i+1} \theta (2i + 1) r^{2i+1} - 3A_2^2 \cos \theta \sin \theta \cdot 2 - 2A_1 \sum_{i=1}^{k_1-1} \sum_{i=0}^{\ell} a_{2i,2r-1} \cos^{2r-2i-1} \theta \sin^{2i+1} \theta (2i + 1) r^{2i+1} + \sum_{i=1}^{k_2-1} \sum_{i=0}^{\ell} b_{2i,2r-1} \cos^{2r-2i-1} \theta \sin^{2i+1} \theta (2i + 1) r^{2i+1}
\end{equation}

Therefore,
\begin{equation}
I_2(r) = \frac{1}{2\pi} \int_0^{2\pi} \frac{\partial}{\partial r} F_2(r, \theta) \cdot y_1(r, \theta) d\theta
\end{equation}
satisfies
\begin{equation}
I_2(r) = \frac{A_1}{2\pi} \sum_{i=1}^{[n_2-2]} \left( \sum_{i=1}^{k_1-1} \sum_{i=0}^{\ell} b_{2i-1,2r-1} (2i + 2) \int_0^{2\pi} \cos^{2r+2\ell+2i} \theta \sin^{2i+1} \theta d\theta \right) r^{2i+3}
\end{equation}
as shown (6) and (26).
To compute
\[ y_2(r, \theta) = \int_0^\theta \left[ \frac{\partial}{\partial r} F_1(r, \phi) \cdot y_1(r, \phi) + F_2(r, \phi) \right] d\phi \]
we apply \( \sin^{\hat{a}} \phi = \sum_{\hat{a}=0}^{i} \left( \frac{i}{\hat{a}} \right) (-1)^{\hat{a}} \cos^{2\hat{a}} \phi \) and rewrite (27) as
\[ \frac{\partial}{\partial r} F_1(r, \phi) = -2A_1 r \sin \phi \]
\[ + \sum_{i=1}^{k_1-1} \left( \sum_{i=0}^{i-1} a_{2i,2i-1} \sum_{\hat{a}=0}^{i} \left( \frac{i}{\hat{a}} \right) (-1)^{\hat{a}} \cos^{2\hat{a}+2i-2i-1} \phi \sin \phi \right) (2i + 1) r^{2i}. \]
Thus, (26) gives the existence of \( b_j \in \mathbb{R} \) and \( \hat{m} \in \mathbb{N} \) such that
\[ \int_0^\theta f(\phi) d\phi = \sum_{j=0}^{\hat{m}} b_j \cos^{\hat{m}j} \theta, \quad \hat{m}_j \in \mathbb{N} \cup \{0\}, \]
and so (6) shows that
\[ \int_0^{2\pi} \left[ \frac{\partial}{\partial r} F_1(r, \theta) \int_0^\theta f(\phi) d\phi \right] d\theta = 0. \]
Therefore, since \( y_2(r, \theta) = \int_0^\theta f(\phi) d\phi + \int_0^\theta F_2(r, \phi) d\phi \), the integral
(33)
\[ I_1(r) = \frac{1}{2\pi} \int_0^{2\pi} \left[ \frac{1}{2} \frac{\partial}{\partial r} F_1(r, \theta) \cdot y_2(r, \theta) \right] d\theta \]
reduces to
(34)
\[ I_1(r) = \frac{1}{2\pi} \int_0^{2\pi} \left[ \frac{1}{2} \frac{\partial}{\partial r} F_1(r, \theta) \cdot \int_0^\theta F_2(r, \phi) d\phi \right] d\theta. \]
On the other hand, we consider
\[ F_2(r, \phi) = \left( q_2(r, \phi) - A_2 \right) r^2 \sin \phi - \left( A_1 - q_1(r, \phi) \right)^2 r^3 \cos \phi \sin \phi \]
and rewrite (29) as
\[ q_1(r, \phi) = \sum_{i=1}^{k_1-1} \left( \sum_{i=0}^{i} a_{2i,2i-1} \cos^{2i-1} (1 - \cos^2 \phi)^i \right) r^{2i-1}, \]
thus it is not difficult to prove the existence of \( \hat{b}_j \in \mathbb{R} \) and \( \hat{m} \in \mathbb{N} \) such that
\[ \int_0^\theta g(\phi) d\phi = \sum_{j=0}^{\hat{m}} \hat{b}_j \cos^{\hat{m}j} \theta, \quad \hat{m}_j \in \mathbb{N} \cup \{0\}. \]
In a similar way, as (25) gives $D_{q_2} \equiv 0$ (see (7)), there are $\hat{b}_j \in \mathbb{R}$ and $\tilde{m}_i, \tilde{m}_j \in \mathbb{N}$ such that

$$\int_0^\theta h(\phi)d\phi = \sum_{j=0}^{\tilde{m}_j} \hat{b}_j \cos^{\tilde{m}_j} \theta + \int_0^\theta A_{q_2}(r, \phi) r^2 \sin \phi d\phi,$$

where $A_{q_2}(r, \phi) = A_{q_2}(r \cos \phi, r \sin \phi)$ satisfies

$$\int_0^\theta A_{q_2}(r, \phi) r^2 \sin \phi d\phi = \sum_{i=1}^{[\frac{n_2-2}{2}]} \left( \sum_{i=1}^{i} \left( \int_0^\theta \cos^{2i-2\tilde{m}_1+1} \phi \sin^{2\tilde{m}_1} \phi d\phi \right) r^{2\tilde{m}_1+2} \right)
= \sum_{i=1}^{[\frac{n_2-2}{2}]} \left( \sum_{i=1}^{i} b_{2i-1,2i} \right) \sum_{a=0}^{i} \left( \frac{\tilde{i} - \tilde{i}}{\tilde{a}} \right) \sin^{2\tilde{m}_1+2i+1} \theta \left( \frac{\theta}{2\tilde{a} + 2i + 1} \right) \left( \frac{\theta}{\tilde{a}_1 + 1} \right) \left( -1 \right)^{\tilde{a}_1+1} r^{2\tilde{m}_1+2}$$

Therefore, as $\int_0^\theta F_2(r, \phi) d\phi = \sum_{j=0}^{\tilde{m}} \hat{b}_j \cos^{\tilde{m}_j} \theta + \int_0^\theta A_{q_2}(r, \phi) r^2 \sin \phi d\phi - \sum_{j=0}^{\tilde{m}} \hat{b}_j \cos^{\tilde{m}_j} \theta$
a direct application of (6) and (34) give

$$\mathcal{I}_1(r) = \frac{1}{2\pi} \int_0^{2\pi} \left[ \frac{1}{\sqrt{2} \theta} F_1(r, \theta) - \frac{\partial F_1}{\partial \theta} \cdot \int_0^\theta A_{q_2}(r, \phi) r^2 \sin \phi d\phi \right] d\theta$$

$$= \frac{A_1}{2\pi} \sum_{i=1}^{[\frac{n_2-2}{2}]} \left( \sum_{i=1}^{i} b_{2i-1,2i} \right) \sum_{a=0}^{i} \left( \frac{\tilde{i} - \tilde{i}}{\tilde{a}} \right) \int_0^{2\pi} \sin^{2\tilde{a}+2i+2} \theta d\theta \left( \frac{\theta}{2\tilde{a} + 2i + 1} \right) \left( -1 \right)^{\tilde{a}_1+1} r^{2\tilde{m}_1+3}$$

(35)

By using (28), (33) and (31) we have $F_{3,0}(r)$ is equal to $\mathcal{I}_1(r) + \mathcal{I}_2(r) + \frac{1}{2\pi} \int_0^{2\pi} F_3(r, \theta) d\theta$. Therefore, (35) and (32) imply

$$F_{3,0}(r) = \frac{A_1}{2\pi} \sum_{i=1}^{[\frac{n_2-2}{2}]} \left( \sum_{i=1}^{i} b_{2i-1,2i} \right) \sum_{a=0}^{i} \left( \frac{\tilde{i} - \tilde{i}}{\tilde{a}} \right) \int_0^{2\pi} \sin^{2\tilde{a}+2i+2} \theta d\theta \left( \frac{\theta}{2\tilde{a} + 2i + 1} \right) \left( -1 \right)^{\tilde{a}_1+1} r^{2\tilde{m}_1+3}$$

(36)

+ $\frac{A_1}{2\pi} \sum_{i=1}^{[\frac{n_2-2}{2}]} \left( \sum_{i=1}^{i} b_{2i-1,2i} \right) \int_0^{2\pi} \cos^{2\tilde{a}+2i+2} \theta \sin^{2\tilde{a}_1} \theta d\theta \right) r^{2\tilde{m}_1+3}$$

+ $\frac{1}{2\pi} \int_0^{2\pi} F_3(r, \theta) d\theta$.

To compute this integral we apply (29) and (24), thus (6) implies that

$$\frac{1}{2\pi} \int_0^{2\pi} q_1(r, \theta) d\theta = 0$$

and

$$\frac{1}{2\pi} \int_0^{2\pi} q_2(r, \theta) \cos \theta \sin \theta d\theta$$
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Similarly, (11) gives
\[
\frac{y^2}{2\pi} \int_0^{2\pi} q_3(r, \theta) \sin \theta d\theta = \frac{r^3}{2\pi} \sum_{i=1}^{k_3-1} \left( \sum_{i=1}^{m} \tilde{a}_{2i-1,2i-1} \int_0^{2\pi} \cos^{2i-2} \theta \sin^{2i} \theta d\theta \right) r^{2i-2},
\]
the form of \( A_q(x, y) \) as in (7) implies that
\[
\int_0^{2\pi} q_2(r, \theta) \cos \theta \sin \theta d\theta = \sum_{i=1}^{[\frac{n_2-2}{2}]} \left( \sum_{i=1}^{m} b_{2i-1,2i} \int_0^{2\pi} \cos^{2i-2} \theta \sin^{2i} \theta d\theta \right) r^{2i}
\]
and it is not difficult to see that
\[
\int_0^{2\pi} \cos \theta q_1(r, \theta)q_2(r, \theta) \sin \theta d\theta = 0.
\]
Therefore,
\[
\frac{1}{2\pi} \int_0^{2\pi} F_3(r, \theta) d\theta = \frac{r^3}{2\pi} \sum_{i=1}^{k_3-1} \left( \sum_{i=1}^{m} \tilde{a}_{2i-1,2i-1} \int_0^{2\pi} \cos^{2i-2} \theta \sin^{2i} \theta d\theta \right) r^{2i-2} + \frac{A_1 r^3}{\pi} \sum_{i=1}^{[\frac{n_2-2}{2}]} \left( \sum_{i=1}^{m} b_{2i-1,2i} \int_0^{2\pi} \cos^{2i-2} \theta \sin^{2i} \theta d\theta \right) r^{2i},
\]
and (36) shows that
\[
F_{3,0}(r) = \frac{A_1}{2\pi} \sum_{i=1}^{[\frac{n_2-2}{2}]} \left( \sum_{i=1}^{m} b_{2i-1,2i} \sum_{\tilde{a} = 0}^{\tilde{a} - 1} \left( \frac{\tilde{i} - \tilde{i}}{\tilde{a}} \right) \int_0^{2\pi} \sin^{2\tilde{a}+2i+2} \theta \sin^{2i} \theta d\theta \right) (-1)^{\tilde{a}+1} r^{2i+3}
\]
\[
+ \frac{A_1}{2\pi} \sum_{i=1}^{[\frac{n_2-2}{2}]} \left( \sum_{i=1}^{m} b_{2i-1,2i} (2t + 2) \int_0^{2\pi} \cos^{2t-2i+2} \theta \sin^{2i} \theta d\theta \right) r^{2i+3}
\]
\[
+ \frac{r^3}{2\pi} \sum_{i=1}^{k_3-1} \left( \sum_{i=1}^{m} \tilde{a}_{2i-1,2i-1} \int_0^{2\pi} \cos^{2i-2} \theta \sin^{2i} \theta d\theta \right) r^{2i-2}
\]
\[
+ \frac{A_1 r^3}{\pi} \sum_{i=1}^{[\frac{n_2-2}{2}]} \left( \sum_{i=1}^{m} b_{2i-1,2i} \int_0^{2\pi} \cos^{2i-2+2} \theta \sin^{2i} \theta d\theta \right) r^{2i}.
\]
We can choose the coefficients in (37) in such a way that \( F_{3,0}(r) \) has exactly
\[
\max \{ k_3 - 2; \left[ \frac{n_2-2}{2} \right] - 1 \}
\]
real positive roots. Thus, Theorem 1.1 holds.
4. Proof of Theorem 1.2

Theorem 1.2 is obtained by using the results of Section 2 and the structure is similar to Section 3. The next polynomial will be needed

4.1. Proof of statement (a) of Theorem 1.2. As before we apply (8), and rewrite (4) with \( \ell = 1 \) as

\[
\dot{r} = \varepsilon \left( q_1(r, \theta) - A_1 \right) \left( r^2 - P_1(r, \theta) \right) \sin \theta,
\]
\[
\dot{\theta} = 1 + \frac{\varepsilon}{r} \left( q_1(r, \theta) - A_1 \right) \left( r^2 - P_1(r, \theta) \right) \cos \theta.
\]

Consequently,

\[
\frac{dr}{d\theta} = \varepsilon \left( q_1(r, \theta) - A_1 \right) \left( r^2 - P_1(r, \theta) \right) \sin \theta + \mathcal{O}(\varepsilon^2).
\]

The definition of \( F_{1,0}(r) \), in Section 2 joint to (6) imply that

\[
F_{1,0}(r) = \frac{r^2}{2\pi} \int_0^{2\pi} q_1(r, \theta) \sin \theta d\theta - \frac{1}{2\pi} \int_0^{2\pi} q_1(r, \theta) P_1(r, \theta) \sin \theta d\theta.
\]

Moreover, since

\[
P_1(r, \theta) = \left( \frac{E^2}{A_1^2} + \frac{E^2}{A_1} \right) + r \left( \frac{E^2}{A_1} - \frac{2E^2}{A_1} \right) \cos \theta + r^2 E^2 \cos^2 \theta,
\]

the equations (11) and (6) imply that

\[
F_{1,0}(r) = \frac{r^3}{2\pi} \sum_{i=1}^{k_1-1} \left( \sum_{i=1}^{\left\lfloor \frac{n_1-2}{2} \right\rfloor} a_{2i-1,2i-1} \int_0^{2\pi} \cos^{2i-2} \theta \sin^{2i} \theta d\theta \right) r^{2i-2}
\]
\[
+ \frac{r}{2\pi} \left( \frac{E^2}{A_1^2} + \frac{E^2}{A_1} \right) \sum_{i=1}^{k_1-1} \left( \sum_{i=1}^{\left\lfloor \frac{n_1-2}{2} \right\rfloor} a_{2i-1,2i-1} \int_0^{2\pi} \cos^{2i-2} \theta \sin^{2i} \theta d\theta \right) r^{2i-2}
\]
\[
+ \frac{r^2 E^2}{2\pi} \sum_{i=1}^{\left\lfloor \frac{n_1-2}{2} \right\rfloor} \left( \sum_{i=1}^{\left\lfloor \frac{n_1-2}{2} \right\rfloor} a_{2i-1,2i-1} \int_0^{2\pi} \cos^{2i-2} \theta \sin^{2i} \theta d\theta \right) r^{2i-1}.
\]

Therefore, there is a polynomial in (39) with exactly \( \max \{k_1 - 2; \left\lfloor \frac{n_1-2}{2} \right\rfloor - 1\} \) real positive roots. Thus, statement (a) of Theorem 1.2 holds.
Remark 4.1. If we consider (4) with $\ell = 1$ and $E = \varepsilon > 0$, its system in polar coordinates induces the equation
\[
\frac{dr}{d\theta} = \varepsilon r^2 \left( q_1(r, \theta) - A_1 \right) \sin \theta + \mathcal{O}(\varepsilon^2),
\]
and the respective $F_{1,0}(r)$ satisfies (10) and (11). Therefore, some $F_{1,0}(r)$ has exactly $k_1 - 2$ simple positive roots. Therefore, if $E = \varepsilon > 0$ then we obtain the same conclusions of Statement (a) in Theorem 1.1.

4.2. Proof of statement (b) of Theorem 1.2. We apply (8) joint to (38), and rewrite (4) with $\ell = 1, 2$
\[
\begin{align*}
\dot{r} &= \varepsilon \left( \left( q_1(r, \theta) - A_1 \right) \left( r^2 - P_1(r, \theta) \right) + \varepsilon \left( q_2(r, \theta) - A_2 \right) \left( r^2 - P_2(r, \theta) \right) \right) \sin \theta, \\
\dot{\theta} &= 1 + \frac{\varepsilon}{r} \left( \left( q_1(r, \theta) - A_1 \right) \left( r^2 - P_1(r, \theta) \right) + \varepsilon \left( q_2(r, \theta) - A_2 \right) \left( r^2 - P_2(r, \theta) \right) \right) \cos \theta.
\end{align*}
\]
Thus system (4) induces the equation
\[
\frac{dr}{d\theta} = \varepsilon F_1(r, \theta) + \varepsilon^2 F_2(r, \theta) + \mathcal{O}(\varepsilon^3),
\]
where
\[
\begin{align*}
F_1(r, \theta) &= \left( \left( q_1(r, \theta) - A_1 \right) \left( r^2 - P_1(r, \theta) \right) \sin \theta, \\
F_2(r, \theta) &= \left[ \left( q_2(r, \theta) - A_2 \right) \left( r^2 - P_2(r, \theta) \right) \right. \\
& \quad - \frac{1}{r} \left( \left( q_1(r, \theta) - A_1 \right) \left( r^2 - P_1(r, \theta) \right) \right)^2 \cos \theta \bigg] \sin \theta.
\end{align*}
\]

To compute $F_{2,0}(r)$ we assume $F_{1,0}(r) \equiv 0$, thus from (39) we assume
\[
\begin{align*}
a_{2i-1,2i-1} &= 0, & 1 \leq i, \ell \leq k_1 - 1; \\
a_{2i-1,2i} &= 0, & 1 \leq i, \ell \leq \left[ \frac{n_1}{2} \right].
\end{align*}
\]

From (41) and (7) we have that $q_1 = B_{q_1} + C_{q_1}$, so by using that $\sin^2 \theta = 1 - \cos^2 \theta$ it is easy to obtain the existence of $n, n_j \in \mathbb{N} \cup \{0\}$ and $c_j(r) \in \mathbb{R}$ such that
\[
\left( q_1(r, \theta) - A_1 \right) \left( r^2 - P_1(r, \theta) \right) = \sum_{j=0}^{n} c_j(r) \cos^{n_j} \theta.
\]

Similarly, (40) and $y_1(r, \theta) = \int_{0}^{\theta} F_1(r, \phi) d\phi$ show that
\[
y_1(r, \theta) = \sum_{j=0}^{\tilde{n}} \tilde{c}_j(r) \cos^{\tilde{n}_j} \theta \quad \text{and} \quad \frac{\partial}{\partial r} F_1(r, \theta) = \left( \sum_{j=0}^{\tilde{n}} \frac{\partial}{\partial r} \tilde{c}_j(r) \cos^{\tilde{n}_j} \theta \right) \sin \theta,
\]
where $\tilde{n}, \tilde{n}_j \in \mathbb{N} \cup \{0\}$ and $\tilde{c}_j(r) \in \mathbb{R}$. Therefore, (6) implies that
\[
\int_{0}^{2\pi} \frac{\partial}{\partial r} F_1(r, \theta) \cdot y_1(r, \theta) d\theta = 0.
\]
and
\begin{equation}
F_{2,0}(r) = \frac{1}{2\pi} \int_0^{2\pi} F_2(r, \theta) d\theta.
\end{equation}

In a similar way \( (q_1(r, \theta) - A_1) \left( r^2 - P_1(r, \theta) \right) = \sum_{j=0}^n c_j(r) \cos^n \theta \) and (6) implies that
\[
\int_0^{2\pi} \left[ \frac{1}{r} \left( q_1(r, \theta) - A_1 \right)^2 \left( r^2 - P_1(r, \theta) \right)^2 \cos \theta \right] \sin \theta d\theta = 0
\]
Thus, by using (44) and (40) we conclude that
\[
F_{2,0}(r) = \frac{1}{2\pi} \int_0^{2\pi} \left( q_2(r, \theta) - A_2 \right) \left( r^2 - P_2(r, \theta) \right) \sin \theta d\theta.
\]

satisfies
\begin{equation}
F_{2,0}(r) = \frac{1}{2\pi} \int_0^{2\pi} q_2(r, \theta) \sin \theta d\theta - \frac{1}{2\pi} \int_0^{2\pi} q_2(r, \theta) P_2(r, \theta) \sin \theta d\theta,
\end{equation}
where
\[
P_2(r, \theta) = \left( \frac{E^2}{A_2^2} + \frac{E^2}{A_2} \right) + r \left( E^2 + \frac{2E^2}{A_2} \right) \cos \theta + r^2 E^2 \cos^2 \theta.
\]

Therefore, \( F_{2,0}(r) \) has the form (39) with \( q_2(x, y) = \sum_{d=1}^{n_2-2} \left( \sum_{j=0}^d b_{j,d} x^{d-j} y^j \right) \) instead of \( q_1 \), and we conclude that some \( F_{2,0}(r) \) has exactly \( \max \left\{ k_2 - 2; \left\lfloor \frac{n_2-2}{2} \right\rfloor - 1 \right\} \) real positive roots. Thus, statement (b) of Theorem 1.2 holds.

4.3. Proof of statement (c) of Theorem 1.2. We develop the same idea of applying (8) to the system (4) with \( \ell = 1, 2, 3 \). This induces the equation
\[
\frac{dr}{d\theta} = \varepsilon F_1(r, \theta) + \varepsilon^2 F_2(r, \theta) + \varepsilon^3 F_3(r, \theta) + O(\varepsilon^4)
\]
where \( F_1(r, \theta) \) and \( F_2(r, \theta) \) satisfy (24) but
\begin{equation}
F_3(r, \theta) = \left( q_3(r, \theta) - A_3 \right) \left( r^2 - P_3(r, \theta) \right) \sin \theta
- \left( q_2(r, \theta) - A_2 \right) \left( r^2 - P_2(r, \theta) \right) \cos \theta \frac{F_1(r, \theta)}{r}
- \left( q_1(r, \theta) - A_1 \right) \left( r^2 - P_1(r, \theta) \right) \cos \theta \frac{F_2(r, \theta)}{r}.
\end{equation}
As before, we assume $F_{1,0} \equiv F_{2,0} \equiv 0$, that is

\begin{align}
a_{2i-1,2i-1} &= 0, & 1 \leq i, \iota &\leq k_1 - 1; \\
a_{2i-1,2i} &= 0, & 1 \leq i, \iota &\leq \left\lfloor \frac{n_1}{2} \right\rfloor; \\
b_{2i-1,2i-1} &= 0, & 1 \leq i, \iota &\leq k_2 - 1; \\
b_{2i-1,2i} &= 0, & 1 \leq i, \iota &\leq \left\lfloor \frac{n_2}{2} \right\rfloor. 
\end{align}

Thus (43) and (6) imply

$$
\int_0^{2\pi} \frac{1}{2} \left( y_1(r, \theta) \right)^2 \frac{\partial^2}{\partial r^2} F_1(r, \theta) \cdot y_1(r, \theta) d\theta = 0.
$$

Similarly, (47) shows that $\frac{\partial}{\partial r} F_2(r, \theta)$ has the form of (43), and consequently

$$
\int_0^{2\pi} \frac{1}{2} \frac{\partial}{\partial r} F_2(r, \theta) \cdot y_1(r, \theta) d\theta = 0.
$$

Moreover, by using this idea, it is not difficult to prove that $y_2(r, \theta)$ has the form of (42), and so

$$
\int_0^{2\pi} \frac{1}{2} \frac{\partial}{\partial r} F_1(r, \theta) \cdot y_2(r, \theta) d\theta = 0.
$$

Therefore, $F_{3,0}(r) = \frac{1}{2\pi} \int_0^{2\pi} F_3(r, \theta) d\theta$, satisfies

$$
F_{3,0}(r) = \frac{1}{2\pi} \int_0^{2\pi} \left( q_3(r, \theta) - A_3 \right) \left( r^2 - P_3(r, \theta) \right) \sin \theta d\theta,
$$

or equivalently

$$
F_{3,0}(r) = \frac{r^2}{2\pi} \int_0^{2\pi} q_3(r, \theta) \sin \theta d\theta - \frac{1}{2\pi} \int_0^{2\pi} q_3(r, \theta) P_3(r, \theta) \sin \theta d\theta.
$$

This equation (48) is similar to (45), so we conclude that that some $F_{3,0}(r)$ has exactly $\max \left\{ k_3 - 2; \left\lfloor \frac{n_3}{2} - 2 \right\rfloor - 1 \right\}$ real positive roots. Thus, Theorem 1.2 holds.
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