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AbstractIn this work we propose to develop a computational strategy based on the use of FiniteElement Methods (FEM) for articulatory speech synthesis. In this context, we followa bottom-up strategy to deal with the physics involved in speech generation. First, wesolve the acoustic wave equation using FEM in space and �nite di�erences in time. Next,boundary losses due to viscous friction and heat conduction are taken into account. Then,a radiation condition is introduced to simulate outward propagation waves to freespace.A Perfectly Marched Layer (PML) is used for this purpose. Finally we apply the �niteelement method to the vowel synthesis problem, taking as an example the case of vowel/e/. The quality of the results is analyzed by means of objective measurements.

i





SummaryThis project is focused on human computer interaction (HCI), where speech plays akey role, both for general users and, in particular, for users with particular accessibilityneeds (people with sensory disabilities and the aged). In this context, the automaticgeneration of speech signals (i.e. speech synthesis) has made several signi�cant steps soas to move from poorly intelligible to very natural systems. However, this process hasalmost ignored the seminal idea of modeling the human vocal tract and the articulationprocesses (articulatory techniques) to propose more practical techniques based on actualspeech recordings, typically from a professional speaker. With the increasing capacityof computers, these recordings (speech corpora or databases) have become larger andlarger, leaving the signal processing techniques practically aside i.e. following the socalled "choose the best to modify the least". Nevertheless, this corpus based techniquesmust record a new database for each new voice they want to synthesize, which is a veryexpensive process, both in terms of time and economical cost.In contrast, this project retakes the idea to generate speech from scratch by means ofarticulatory speech synthesis techniques in order to generate any kind of speech (gender,age, speaking style, etc.). Although the physics involved in speech generation is quitecomplex, the current capacity of computers, combined with recent advances on numericalmathematics (in particular the Finite Element Method (FEM)) makes possible to addressit. Since this is a very challenging goal, we will start from the most simple speech sound:the synthesis vowels.So, one of the techniques that deals with the above purpose is articulatory speechsynthesis. In order to better understand it, we present a brief review. The articulatorysynthesis concept is explained by means of a generic block diagram, whose main blocks(geometrical, glottal and vocal tract) are detailed.This work focus on the vocal tract modelling. For this purpose, we use a computationalmodel based on �nite element methods in the time domain. Two dimensional geometriesare considered. In order to deal with the complexities of the acoustic modelling, we havestarted by solving the standard acoustic wave equation using FEM in space and �nitedi�erences in time, deriving an explicit scheme. Next, we have increased the complexityof the problem taking into account boundary losses due to viscous friction and heatconduction. Finally, a non-re�ection condition has been included, which allows to considerfree space propagation of sound waves. A Perfectly Marched Layer (PML) is used for thisiii



ivpurpose. The above approaches are tested using benchmark problems such as the wavepropagation in a tube and in a membrane.Once solved the complexities of the acoustic modelling, we have applied the �nite elementmethod to the vowel problem. Given the /e/ vocal tract geometry and a glottal source,we synthesize as an example the vowel /e/. Then, its quality is analyzed by means ofobjective measurements.
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Chapter 1An introduction to articulatory speechsynthesisIn this introductory chapter, a brief review of di�erent issues and approaches relatedto articulatory speech synthesis will be presented. We will begin by explaining what isarticulatory speech by means a generic block diagram. Then, in the following sections themain blocks of this diagram will be described (geometry, glottal and acoustic). First, adiscussion of the most relevant techniques used to acquire articulatory data is given, aswell as the main models used to construct the vocal tract geometry by means of these data.Second, some models used to emulate the behavior of the vocal cords are introduced. Thesemodels aim to provide the input air�ow of the vocal tract. Finally, the di�erent acousticmodels for the vocal tract are presented and roughly compared. These models describethe acoustic behavior of the waves propagating within the vocal tract through which thesynthesized speech can be obtained. This is the main goal of this work. Special attentionwill be paid to computational models, which constitute the core of the proposed model.1.1 IntroductionArticulatory speech synthesis aims at producing the speech sounds by means of modellingthe human vocal tract and the acoustic behavior of the sound waves travelling insideit. An articulatory speech synthesis system roughly comprise [34]: i) a module forthe generation of vocal tract dynamics (control model), ii) a module for converting thisdynamics information into a continuous succession of vocal tract geometries (vocal tractgeometry model), and iii) a module for the generation of acoustic signals on the basis ofthis articulatory information (glottal and vocal tract acoustic models) (see Figure 1.1).This project mainly focuses on this last step (acoustic modelling), and speci�cally on theuse of �nite element methods (FEM) to compute the acoustic pressure at the exit of thevocal tract (speech). However, before going into detail in the proposed model (see chapter3), it is interesting to make a brief overview of the main elements of an articulatory speechsynthesizer. In what follows, we will describe each block in Figure 1.1.1



2 1.2. Vocal tract geometry

Figure 1.1: Generic block diagram of an articulatory speech synhtesis system1.2 Vocal tract geometryIf speech is to be generated from scratch, the �rst thing we need is a geometry thatresembles the human vocal tract, in order to lately compute its acoustic behavior. Thatis, we need to know the inner boundary surface of the vocal tract cavity when a givensound is produced. This implies knowing the shapes and positions of all vocal tract organssuch as lips, jaw, tongue, palate, nasal cavity, etc. If the sound is not steady, then thegeometry will evolve with time (e.g., when pronouncing a syllable) and this evolution willhave to be modelled to.To build the vocal tract geometry, two issues have to be taken into account: i) howto obtain the articulatory data and ii) how to reconstruct or approximate the vocaltract geometry from this articulatory information. In the following subsections, a briefdescription of the most relevant techniques is provided.1.2.1 Articulatory dataFor the construction of the geometry model, a database with articulatory information(e.g. position of all vocal tract organs) is necessary. In order to build it, there are severaltechniques to collect the articulatory information. The main features that should havethese techniques are a good spatial and temporal resolution, and health safety. Thespatial resolution is necessary for a clearly distinction of all articulatory organs, and thetemporal resolution for a good observation of the speech dynamics (healthy restrictionsare obvious). The most relevant techniques are the X-ray, Magnetic Resonance Imaging(MRI), Computed Tomography (TC), ultrasounds and Electromagnetic Articulography



1. An introduction to articulatory speech synthesis 3(EMA). Below there is a brief review of these tools applied to speech production (see [47]).Moreover, links to some existing databases are provided.X-rayX-ray was the �rst technique applied to articulatory speech analysis and was widely usedin the earlier years of the XX century until the appearance of new tools such as MRIor EMA. This technique has a good temporal resolution, but a poor spatial resolution.Moreover, it can only acquire articulatory data in the midsaggital plane. However, X-raycan be used to acquire information of all speech organs.Nowadays X-ray has fallen into disuse due to health safety reasons. However, somedatabases developed in the 60's and 70's were digitalized and are now available to thespeech research community. One of them is the X-ray �lm database for speech research,also known as ATR database, developed by Queen's University and ATR Laboratories.This database o�ers 25 X-ray �lms in the midsagittal plane (totalling 55 minutes offootage) acquired at a rate of 50 images/s [26], with a DAT recording of the originalaudio tracks (see Figure 1.2a). The subjects are 14 native speakers of Canadian Englishor French, reading phonetically contrastive sentences. The X-ray �lm database is availableto researchers at no cost, with a limitation of one disk per institution. Only a small fee haveto be paid for the DAT recording. Some information about this database can be foundin [43] and in its webpage (http://psyc.queensu.ca/~munhallk/05_database.htm). Itis to be noted that this database has been under-exploited due to the tedious hand tracingneeded for the analysis of such data. However, in recent articles (e.g. [26]) semi-automaticmethods for extracting tract movements from X-ray �lms have been developed (see Figure1.2b). This could awake more interest for ATR database given the di�culties of �ndingopen access databases.
(a) (b)Figure 1.2: (a) An X-ray image of a 38 year old male native speaker of Canadian Englishproducing the sentence �Why did Ken set the soggy net on top of his deck�, from theATR database. (b) Complete vocal tract contour from the semi-automatic methoddescribed in [26].



4 1.2. Vocal tract geometryMagnetic Resonance Imaging (MRI)Magnetic Resonance Imaging (MRI) is the most common technique given that it is the onlytechnique that can provide three-dimensional (3D) data of the whole vocal tract, withoutinvolving any known radiation risk. Moreover, in contrast to X-ray, this technique providesa high signal-to-noise ratio and a high spatial resolution (e.g. 0.1 cm/pixel in [49]).The MRI scan can be done in any plane: axial, coronal or sagittal. Then, using the setof images acquired in the di�erent slices, a reconstruction in the other planes or even inany direction can be done. For example, in [49] a stack of 25 sagittal images with aninter-slice space of 0.4 cm were acquired (see Figure 1.3).
(a) Sagittal-/i/ (b) Sagittal-/a/ (c) Transverse-/a/Figure 1.3: Examples of MRI images for /i/ and /a/ articulations (a) and (b) and (c) of atransverse image for /a/ reconstructed along the thick white line in (b) [49]The main drawback of this technique, in contrast to X-ray, is the slow acquisition speed,which implies that the subject has to sustain an articulatory position arti�cially (e.g. 20seconds in [53] for each vowel, 35 seconds in [49] for each articulator), restricting the use ofMRI to static speech sounds (e.g. vowels, fricatives, etc.). However, this time resolutionrestriction has been overcomed by some recent advances on MRI technology and signalprocessing (at he price of decreasing the signal-to-noise ratio) leading to the so-calledreal-time MRI or cine-MRI (e.g. in [44], 8-9 images/s are acquired and 20-24 images/sare reconstructed, overcoming the limit of 20 images/s necessary for the observation ofthe speech production dynamics [44]). However, these new techniques can only acquiredata in the midsaggital plane, which only allows to construct two-dimensional models.On the one hand, it is to be noted that MRI images can only clearly distinguish betweensoft tissues and air, but not bones. To compensate it, CT (Computed Tomography)scans are frequently used to identify the bony structures (e.g. the teeth). On the otherhand, MRI also need to be complemented with other measurements with higher temporalresolution such as EMA, ultrasounds and/or X-ray, to correctly replicate the articulatorymovements.



1. An introduction to articulatory speech synthesis 5Although there exist almost no public databases, many studies have been conducted withthe aim of achieving MRI data. The most representative are:
• A database of MRI vowels called MRI vowels image database developed in 1998.Coronal and axial slices with a thickness of 3mm are provided for di�erent vowelscorresponding to �ve subjects (three males and two females). (http://www.isle.illinois.edu/mri/) (see Figure 1.4a).
• Some MRI images can be found in the 3D Vocal Tract project developed in theCenter for Speech Technology (KTH). (http://www.speech.kth.se/multimodal/vocaltract.html) (see Figure 1.4b).
• Some cine-MRI examples (up to 25Hz) among others can be found in the Vocal TractVisualization Laboratory (University of Marylang, Baltimor). (http://speech.umaryland.edu/) (see Figure 1.4c).
• Some examples of cine-MRI with sincronized audio of sentences can be found in thePhonetics Laboratory (Faculty of Linguistics, Philology and Phonetics, Universityof Oxford). (http://www.phon.ox.ac.uk/mri) (see Figure 1.4d).
• Several cine-MRI with sincronized audio of syllables can be found in the SpeechProduction and Articulation kNoledge Group (SPAN) (University of SouthernCalifornia) (see Figure 1.4d). (http://sail.usc.edu/span/video.php) (seeFigure 1.4e).
• Some MRI images corresponding to all catalan sounds (vocals and consonants)can be found in the Laboratori de Fonètica (Universitat de Girona). (http://web.udg.edu/labfon/imatge.htm) (see Figure 1.4f).CT (Computed Tomography)Computed Tomography (CT) is another technique that can provide 3D data, but withan existing radiation risk. In contrast to MRI, this technique can discriminate bones andhas a higher spatial resolution (e.g. 0.05 cm/pixel in CT in contrast to 0.01 cm/pixelin MRI [49]). Due to healthy restrictions, this technique can be only applied with thehuman vocal tract in a rest position. So, CT scans are used to obtain much detail and todistinguish the bony structures, in contrast to MRI scans that are used to acquire severalarticulatory positions. As for MRI, the temporal resolution is also small, but this is nota drawback given that this technique is not used for acquiring speech dynamics.The CT scan also can be done in anyone of the three planes (as in MRI): axial, coronal andsagittal. Then, using the set of images acquired in the di�erent slices, a reconstructionin the other planes can be done. For example, in [49] a stack of 149 axial CT imageswith an inter-slice space of 0.13 cm are acquired. Then the sagittal and coronal views arereconstructed. (see Figure 1.5).



6 1.2. Vocal tract geometry

(a) Coronal MRI /a/ (b) Cine-MRI /a/ (c) Cine-MRI /i/
(d) Cine-MRI /a/ (e) Cine-MRI /m/ (f) MRI /m/Figure 1.4: (a) Coronal MRI of /a/. (b) First frame of a Cine-MRI corresponding to the sentence�matt�. (c) First frame of a Cine-MRI (/i/) of the diphthong /ia/. (d) First frame(/a/) of the sentence �answer a door�. (e) First frame of the syllable �pai�. (e) StaticMRI of /m/.

(a) Axial (b) Coronal (c) SagittalFigure 1.5: (a) An axial CT image of a rest vocal tract and the reconstructed images in the (b)coronal and (c) sagittal planes [49].



1. An introduction to articulatory speech synthesis 7UltrasoundsUltrasound is a technique used to collect real-time data of the tongue surface. In thereconstructed image, the tongue surface is (more or less) visible as a white line on a blackbackground (see Figure 1.6a). Then, a 3D reconstruction of the tongue surface can bedone (see Figure 1.6b).
(a) Ultrasound image (b) Tongue surfaceFigure 1.6: (a) /i/ midsagittal ultrasound image corresponding to the sentence �It ran a lot�, (b) a3D reconstruction of the tongue surface during /i/, from the Vocal Tract VisualizationLaboratorySome videos can also be found in the Vocal Tract Visualization Laboratory (University ofMarylang, Baltimore). (http://speech.umaryland.edu/).EMA (ElectroMagnetic Articulography)The ElecroMagnetic Articulography is a minimally invasive real-time technique fortransducing the movements of speci�c points of the active speech organs, as the tongue,palate, lips, etc. A �nite number of small coils are located inside the mouth and on somepoints of the face (see Figure 1.7). Then, using magnetic �elds, the position of each coilcan be deduced, obtaining a time evolution function of each measured point (see Figure1.8a).In the beginnings, this technique was only able to measure in the midsagittal plane(2D data), but nowadays, new EMA generation allows to collect real-time 3D data,like the Carstens AG500 (http://www.articulograph.de) (see Figure 1.7a). The mainadvantage of this technique is that is real-time, portable and cheap (in contrast to X-ray,MRI, CT, etc.). Although it cannot provide data for a full 3D reconstruction (it can onlyacquire a small �nite number of points), this kind of data is useful, for example, whenused for articulatory inversion (e.g. in [29,40]) or in hybrid parametric synthesis systems(e.g. in [52]).There are many EMA database. One of them is the MultiChanel Articulatory(MOCHA) database (http://www.cstr.ed.ac.uk/research/projects/artic/mocha.html), recorded at Queen Margaret University College in 1999. Its main purpose is create
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(a) EMA 3D system (b) coil positionsFigure 1.7: (a) EMA AG500 3D system, from Carstens Medizinelektronik GmbH (http://www.articulograph.de). (b) EMA coils con�guration used in [52], where T1 is the tonguedorsum, T2 the tongue body, T3 the tongue tip, J the jaw, LL the Lowe lip and ULthe upper lip.a phonetically balanced dataset for training an automatic speech recognition system, butit can also be used for speech synthesis systems. This database provide 2D EMA data,acquired with the Carstens AG100 (midsagittal plane, see Figure 1.8b for coil positions)at a sample rate of 50Hz, acoustic speech waveform recorded a 16KHz, laryngographwaveform at 16KHz and Electropalatography (EPG). In Figure 1.8, the interface of theEMA database and the EMA coil con�guration can be seen.

(a) MOCHA interface (b) MOCHA coil positionsFigure 1.8: (a) MOCHA interface and (b) coil positions, where the magenta coils are thearticulatory points and the cyan ones are used for head correction respect to thehelmet in the EMA processing. From [46].



1. An introduction to articulatory speech synthesis 91.2.2 Geometry modelsDepending on how the vocal tract geometry is approximated, the corresponding modelscan be classi�ed as being geometrical, statistical or biomechanical [34]. Alternatively,some authors play emphasis on the distinction between 2-dimensional models that onlytake into account the midsagittal plane (e.g. [39, 51]), and 3-dimensional models (seee.g. [5, 11, 16, 49]), which consider the whole geometry.Statistical modelsStatistical models (see e.g. [49,51]) obtain the vocal tract geometry from huge databasesmeasured using di�erent techniques such MRI (Magnetic Resonance Imaging), CT(Computed Tomography), X-ray or/and EMA (ElectroMagnetic Articulography) (seeFigure 1.9). Although very precise and realistic, statistical models just reproduce thecharacteristics of a single speaker and become much less �exible than geometrical models.Their advantage is that they deal with a relatively small set of uncorrelated parameters.Geometrical modelsGeometrical models (see e.g. [5, 39]) rely on simulating the complex air�ow in the vocaltract linking simple geometric elements (i.e., circumferences, arcs, squares...) (see Figure1.10). The various parameters of these elements (i.e. radius, dimensions, etc.) can bemodi�ed to simulate the articulatory movements of the vocal tract. Geometric models arethe most �exible ones and can be adapted to mimic any speaker's vocal tract (di�erentage and sex) [7].Biomechanical modelsBiomechanical models (see e.g. [11, 16]) commonly make use of FEM to simulate thedynamics of the vocal tract. Therefore physiological knowledge on the relation betweenmuscle activation and articulatory movements for speech synthesis is required. Thesemodels usually involve a large number of parameters and are di�cult to control. Anexample of a biomechanical model developed by Artisynth sta� [15] can be seen in Figure1.11.Additionally, some further approaches to obtain the vocal tract geometry have beenrecently devised such as the audiovisual-to-articulatory inversion process (e.g. [29]), whichobtains articulatory data combining EMA measurements with face video acquisition andspeech recording.
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Figure 1.9: Statistical model developed by Serrurier [37]

(a) (b)Figure 1.10: Geometrical model developed by Birkholz [7], where (a) is the 3D rendering of thegeometrical model and (b) corresponds to the vocal tract parameters used by thismodel.

(a) (b) (c)Figure 1.11: Biomechanical model developed by Artisynth sta�, where (a) are the jaw andlaryngeal models, (b) is the jaw model connected to the tongue model and (c)is the airway model coupled to the tongue, palate and jaw meshes [15].



1. An introduction to articulatory speech synthesis 111.3 Glottal modelsOnce de�ned the vocal tract geometry and prior to the simulation of its acoustics response,we need to know how sound is generated in it. This is the main goal of glottal models,which aim at simulating the behavior of the phonatory organs (vocal cords). The latterare responsible for the characteristics of the input air�ow into the vocal tract. For voicedsounds (e.g. vowels), this air in�ow corresponds to a train of pseudoperiodic pulses knownas glottal pulses. Glottal pulses are generated by vocal cords, which act on the steadyair�ow coming from the lower respiratory tract (trachea, lungs, etc.). Basically, glottalmodels can be divided into waveform models, self-oscillating models and computationalmodels.1.3.1 Waveform and self-oscillating modelsWaveform modelsWaveform models approximate the velocity waveform of the air�ow generated by thephonatory organs by means of trigonometric functions. The input parameters of thesemodels coincide with some articulatory parameters (e.g. fundamental frequency or pitch,amplitude, etc.). The most celebrated waveform model is that of Rosenberg [48] (e.g.in [12]). Rosenberg's waveform shapes (glottal pulses) can be seen in Figure 1.12.

Figure 1.12: Waveform shapes from the Rosenberg model [48]Self-oscillating modelsIn the case of self-oscillating models, the vocal cords behavior is modelled by means of amechanical analogy (e.g., coupled mass-spring systems). The system solution gives placeto self-sustained oscillations determining the glottal aperture (aperture between the vocalfolds, aka glottis) and the glottal waveform (glottal pulses). Self-oscillating models are



12 1.3. Glottal modelscontrolled by biomechanical parameters like the air pressure provided by the lugs, thetension of the vocal cords, etc. The simplest of these models are the one-mass model [17](see Figure 1.13) and the two-mass model [25] (e.g. in [50]).

Figure 1.13: One-mass model scheme [8]It is worthwhile noting that although Rosenberg and two-mass models were developedquite a long time ago, they are still very popular because they combine simplicity withvery acceptable results (see e.g. [12]).1.3.2 Computational modelsMuch research has also been placed to understand the �uid mechanics and aeroacousticsof the vocal tract air�ow, both from a theoretical analysis of the involved physics [30,32],and from the results of simple scale models as well [31]. Analytical approaches based onthe Green's function solution of the corresponding partial di�erential equations (vorticityformulation of Lighthill's analogy approach) have been also attempted [21,22,38]. Theseapproaches have the advantage of easy parameter space exploration, but are only suitablefor very simpli�ed geometries. Further remarkable insight has been gained by resorting tocomputational approaches to glottal models. For instance, in [56, 57], a direct numericalsimulation of the compressible Navier-Stokes equations using a �nite di�erence schemewas carried out, and its results compared to those of applying an acoustic analogy (theFfwocs-Williams Hawkings analogy was used in this case). However, it has not beenuntil very recently, that a �nite element method to solve the coupled equations for themechanics, �uid dynamics and the acoustics of a 2-dimensional glottal system has beenpresented [35]. The use of FEM to address the problem seems to be the most promisingway to deal with all the complex physical phenomena involved in the generation of humanvoice.



1. An introduction to articulatory speech synthesis 131.4 Vocal tract acoustic modelsOnce having the vocal tract geometry and once implemented the glottal model to simulatethe source of sound (vocal tract in�ow), we can focus on simulating the acoustics of thevocal tract, which will �nally yield the synthesized voice. Basically, two main types ofacoustic models can be distinguished: tube models and computational models.1.4.1 Tube modelsFor historical reasons and thanks to their simplicity, tube models have become widelyknown and used. Duct models approximate the vocal tract geometry as a �nite set ofconcatenative tubes, each one having constant cross section [34] (see Figure 1.14).

Figure 1.14: Schematics of a tube model for a whole vocal tract (nasal and vocal cavities areconsidered) [33]Usually, the geometry block only provides an area function: a time-varying functionthat describes the constant cross section of each tube, which is computed as the area ofeach section perpendicular to the midline of the vocal tract airway (see e.g. [2]). Ductor tube models can be mainly subdivided into the ABCD matrix based models, theDigital Waveguides models (aka KL models) and the circuit analogy models. The formercorrespond to hybrid time-frequency domain models, the second to re�ection type linemodels, and the latter mimic transmission line circuit models [34].ABCD matrix based modelsTube models of the ABCD matrix type (e.g. [50]) compute the acoustic transfer functionof the vocal tract as the products of individual transfer functions for each elemental tube.To obtain them, a matrix that links the tube's input with its output, known as the ABCDmatrix, is used. This matrix is such that
(

Pout

Uout

)

=

(

A B
C D

)(

Pin

Uin

)

≡ K(

Pin

Uin

)

, (1.1)



14 1.4. Vocal tract acoustic modelswhere P is the pressure, U is the volume velocity, the subscripts in and out refer to thetube's input and output, and K is the ABCD matrix with components A, B, C and D,which are computed using classical acoustic duct theory. Then, using the ABCD matrix
K, the duct transfer function is computed. Finally, the speech signal is calculated in thefrequency domain using the vocal tract transfer function and the �ow source providedby the glottal model. In contrast to time domain models, these models do not directlyprovide the acoustic pressure or the acoustic velocity within the vocal tract. Consequently,time-frequency transformations must be used to obtain their time variations.Waveguide modelsIn waveguide models, the d'Alembertian solution (backward and forward signals) ofthe one-dimensional acoustic equation is used to emulate the behavior of the acousticwave propagation within the vocal tract. Hence, each tube is approximated as a digitalwaveguide, made of bidirectional delay units to emulate the wave propagation in thetime domain. Then, on the basis of scattering equations that re�ect the impedancediscontinuity at tube junctions, forward and backward travelling �ow waves are computedin each tube (see Figure 1.15). The main problem of these models is that the geometrycannot be changed smoothly [12], which is essential for coarticulation processes such asthe synthesis of diphthongs (e.g. /ei/) and syllables (e.g. /na/, /sa/).The simplest model is the Kelly-Lochbaum model [28] (aka KL model), which can only useone-dimensional geometries. However, some complex models have been developed in orderto achieve synthesised speech with more complex geometries (e.g. [42] for 2-dimensionalgeometries).

Figure 1.15: KL schematics of two concatenated tubes with di�erent section, where r is there�ection coe�cient of the scattering junction, τ is the delay introduced by thedelay line, and f and b denote the forward and backward signals respectively.



1. An introduction to articulatory speech synthesis 15Circuit analogy modelsIn tube models based on circuit analogies (see e.g. [6,49]), the volume velocity and pressurewaves are respectively interpreted as intensity and voltage signals [6], and the acousticproperties of each tube are modelled by an electrical circuit analogy, obtaining a two-portnetwork representation for each tube (see Figure 1.16a). Then, the whole vocal tract canbe represented by a chain of these two-port networks (see Figure 1.16b).
(a) (b)Figure 1.16: (a) Two-port circuit network equivalent to one tube section. Li is the inertanceof the mass of air in the tube section i, Ci represents its compressibility, and Riaccounts for energy lost to viscous friction at the tube walls. The Rw,i−Lw,i−Cw,icircuit models the elasticity of the vocal tract walls. The optional elements ũi, p̃iand Rf constitute a volume velocity source, a pressure source and a resistance forthe kinetic pressure drop at the main constriction [6]. (b) Circuit model for theentire vocal tract system. Each gray box represents a two-port network [6].These models compute the speech signal in the time domain, but they need to do alot of approximations in the electric analogy process [34] (this is the case for instance,of the electrical analogue for the propagation of frequency-dependent waves into freespace, which is necessary to account for the propagation of speech emanating fromthe mouth). In contrast to waveguide models, circuit models can assume time-varyinggeometry lengths [34].1.4.2 Computational modelsThe use of computational models for the acoustics of the vocal tract o�ers again widerpossibilities than the presented models. Complex geometries can be implemented in fulldetail, coarticulation can be included, and the aeroacoustics involved in the generation ofmany sounds can be taken into account.Simple 1-dimensional models that require low computational cost have been alreadyapplied to the synthesis of diphthongs [12]. These were based on the solution of the�ow momentum equations using a �nite volume approach to perform a space-timediscretization. However, the use of 1-dimensional models requires many artifacts tocorrectly reproduce the physics of speech synthesis. Although �nite di�erence schemes



16 1.4. Vocal tract acoustic modelshave been commonly used at an initial stage, the appropriate numerical method to addressthe whole complexity of the vocal tract acoustics clearly seems to be the �nite elementmethod (FEM), applied to 2 and 3-dimensional geometries. Given that the applicationof FEM to speech synthesis is rather new, there is still much work to be done. For themoment, e�orts seem to have been focused on frequency domain methods that performa modal analysis of the vocal tract using the Helmholtz equation (see Figure 1.17). Thisis used to compute the frequency response function of the latter, which can be combinedwith a glottal model to obtain a source-�lter type model for speech synthesis [27]. Hence,it should be noted that frequency domain models can not directly synthesize speech.

Figure 1.17: An example of the pressure distribution for vowel /a/ at 5300 Hz computed throughthe Helmholtz equation [41].On the other hand, frequency domain models cannot deal with the most natural aspectsof speech production such as coarticulation of sounds and time variations of the glottalin�ow (pitch, intensity) [4]. Only steady states can be considered. Consequently, if theabove aspects are to be considered, it will be necessary to work in the time domain. Thisis the aim of this project. Some steps in this direction has been recently done. In [53]3-dimensional models using �nite element methods have been developed in time domainand static vowels are synthesized solving the classical acoustic equation. However, as foras we know, no dynamic computational models have been developed.It is the main goal of this project to use FEM to directly compute the time dependentacoustic pressure at the output of the vocal tract (synthesized speech).



Chapter 2Finite Element Method for acousticsIn this chapter, we will describe some fundamentals on �nite element methods (FEM) thatwill be later needed for the synthesis of vowels. First, we will show how to solve the acousticwave equation using FEM. Second, we will deal with losses in the domain boundaries dueto friction and heat conduction of the acoustic waves. Finally, a non re�ection conditionwill be addressed, which will allow to consider propagation of sound waves towards in�nity.A perfectly matched layer (PML) will be used for this purpose. For each involved equationthe corresponding weak form will be solved. These will be discretized in space (FEM) andtime (�nite di�erences), resulting in an explicit scheme. Finally, these numerical schemeswill be tested using benchmark problems such as wave propagation in a membrane or in atube.2.1 The acoustic wave equation2.1.1 Strong formAs �rst step, we will need to compute the sound wave propagation in a given open or closeddomain. We will consider sound waves being solution of the hyperbolic wave equation
(

∂2
tt − c20∇

2
)

p(x, t) = c20f(x, t), in Ω, t > 0 (2.1)where c0 stands for the sound speed, p(x, t) is the sound pressure, f(x, t) is the externalforce and ∂t = ∂/∂t. To solve (2.1) both initial and boundary conditions are required.Let ∂Ω denote the boundary of the domain Ω. The boundary ∂Ω can be split into twoboundary regions ΓD and ΓN such that ∂Ω = ΓD ∪ ΓN (see Figure 2.1), with ΓD and ΓNrespectively standing for the Dirichlet and Neumann boundaries.The Dirichlet and Neumann boundary conditions are de�ned as
p (x, t) = gD (x, t) on ΓD, t > 0, (2.2)

∇p (x, t) · n = gN (x, t) on ΓN, t > 0. (2.3)17



18 2.1. The acoustic wave equation

Figure 2.1: Boundaries ΓD (blue) and ΓN (red) of a domain ΩThe �rst is used to impose pressure conditions on the boundary and the later to impose thepressure gradient, which corresponds to velocity �uctuations. For simplicity, we considerthat gD (x, t) and gN (x, t) are constant in their boundaries. So, the boundary conditionsthat we will consider are
p (x, t) = gD(t) on ΓD, t > 0, (2.4)

∇p (x, t) · n = gN (t) on ΓN, t > 0. (2.5)On the other hand, for simplicity we will consider the following initial conditions
p(x, 0) = 0, in Ω, (2.6)

∂tp(x, 0) = 0, in Ω. (2.7)
2.1.2 Variational problem statementFunctional frameworkPrior to establish the weak or variational form of the problem, it is necessary to introducethe functional framework that will be used through this work. As usual L2(Ω) will standfor square integrable functions,

L2(Ω) :=

{

f : Ω → < |

∫

Ω

|f |2dΩ < ∞

} (2.8)
L2(Ω) is a Barach space with norm

‖u‖L2 :=

(
∫

Ω

|u(x)|2dx

)
1

2 (2.9)



2. Finite Element Method for acoustics 19and also a Hilbert space with the inner product of two functions f, g ∈ L2(Ω) being givenby
(f, g) :=

∫

Ω

fgdΩ. (2.10)The L2 norm can then be written as ‖u‖L2 = (u,u)
1

2 . On the other hand, if f, g arefunctions such that the product fg is integrable, we will denote by < ·, · > the integral
< f, g >:=

∫

Ω

fg dΩ. (2.11)In the particular case of f, g ∈ L2, < ·, · > becomes the inner product (·, ·). Next, let usintroduce the Sobolev spaces H1 and H1
0

H1(Ω) := {f | f and ∂if ∈ L2(Ω)}, (2.12)
H1

0 (Ω) :=
{

f ∈ H1(Ω) | f = 0 in ΓD

}

, (2.13)i.e. H1 is a space of functions whose elements and elements �rst derivatives are bothsquare integrable, and H1
0 ⊂ H1 contains the functions in H1 that also vanish on theboundary ΓD. Its associated inner product is

(u, v)H1 =
1

L
(u, v) + (∇u,∇v), (2.14)where L is a characteristic length. The H1 norm is given by ‖u‖H1 = (u,u)

1

2

H1. Finally,to take into account the time evolution of the pressure, use will be made of the space
L2(0, T ;X(Ω)) :=

{

f : (0, T ) → X(Ω)

∣

∣

∣

∣

∫ T

0

‖f‖2X dt < ∞

}

, (2.15)where X(Ω) can be any of the above spatial functional spaces.
Pressure and trial space of functionsOnce de�ned the general functional framework, we can identify the space of functions Pfor the pressure and the space Q for the test function such that

P = L2(0, T ;H1(Ω)), (2.16)
Q = H1

0 (Ω). (2.17)These space of functions will be needed for the weak formulation of the acoustic waveequation.



20 2.1. The acoustic wave equationVariational formTaking into account the above functional framework, the variational or weak problemconsists in �nding p ∈ P such that
(

q, ∂2
ttp

)

+ c20 (∇q,∇p)− c20 < q, gN >ΓN
= c20 < q, f >, ∀q ∈ Q. (2.18)(2.18) is found as follows. Multiply the wave equation (2.1) by the test function q ∈ Qand integrate it on Ω to get

∫

Ω

q ∂2
ttp dΩ− c20

∫

Ω

q ∇2p dΩ = c20

∫

Ω

q f dΩ. (2.19)Then, integrating (2.19) by parts and applying the divergence theorem it follows
∫

Ω

q ∂2
ttp dΩ−c20

∫

ΓD

q ∇p·n̂ dΓD−c20

∫

ΓN

q ∇p·n̂ dΓN+

∫

Ω

∇q∇p dΩ = c20

∫

Ω

q f dΩ. (2.20)Given that q ∈ H1
0 , inserting boundary condition (2.5) and using de�nitions (2.10) and(2.11), yields
(

q, ∂2
ttp

)

+ c20 (∇q,∇p)− c20 < q, gN >ΓN
= c20 < q, f > . (2.21)

2.1.3 Space and time discretizationSpatial discretitzation: Galerkin approximationBeing Ph ⊂ P and Qh ⊂ Q �nite subspaces, the spatial discretitzed scheme consists in�nding ph ∈ Ph such that
(

qh, ∂
2
ttph

)

+ c20 (∇qh,∇ph)− c20 < qh, gN,h >ΓN
= c20 < qh, fh >, ∀qh ∈ Qh (2.22)where gN,h and fh are discretizations of gN and f respectively. If we expand ph ∈ Ph and

qh ∈ Qh as
ph(x, t) =

∑

b

N b(x)P b(x, t), (2.23)
qh(x) =

∑

a

Na(x)Qa(x), (2.24)



2. Finite Element Method for acoustics 21where N(x) are the shape functions and P b and Qa are the nodal values, and introducethe above equations (2.23−2.24) into (2.22) we get
∑

a

∑

b

Qa
(

Na, N b
)

P̈ b = −c20
∑

a

∑

b

Qa
(

∇Na,∇N b
)

P b

c20 +
∑

a

Qa < Na, gN,h >ΓN
+c20

∑

a

Qa < Na, fh >, (2.25)(the double dot denotes second order time derivative). Expressing (2.25) in matrix form
Q>MP̈ = c20Q

>L− c20Q
>KP , (2.26)where > denotes the transpose of a vector and P and Q are vectors of nodal values

P = [P b] =
(

P 1 P 2 · · ·PN
)>

, (2.27)
Q = [Qa] =

(

Q1 Q2 · · ·QN
)>

, (2.28)being N the total number of nodes in the mesh. Cancelling Q> in (2.25) yields the �nalalgebraic system
MP̈ = c20L− c20KP , (2.29)where M is the mass matrix, K is the sti�ness matrix and L the load vector. Thecorresponding entries are (see appendix A for its numerical computation)
M = [Mab], Mab =

(

Na, N b
)

, (2.30)
K = [Kab], Kab =

(

∇Na,∇N b
)

, (2.31)
L = [La], La =< Na, gN,h >ΓN

+ < Na, fh > . (2.32)
Time discretization: Finite di�erencesNext, a time discretization is carried out. We use a second order �nite di�erence schemeto approximate the second time derivative

P̈ =
P n+1 − 2P n + P n−1

∆t2
+Θ(∆t2), (2.33)where the superindex n denotes the time step, and Θ(∆t2) is the error introduced bythe scheme, which is proportional to ∆t2. Introducing the second order �nite di�erencescheme (2.33) into the matrix Garlekin expression (2.29), we get the following explicitscheme for the evolution of the nodal acoustic pressure:

P n+1 = c20∆t2 M−1 (Ln −KP n) + 2P n − P n−1 (2.34)



22 2.1. The acoustic wave equation2.1.4 Benchmark examplesIn this section we will apply the scheme 2.34 to solve some benchmark examples.Square membraneThis example consists of a squared membrane of 1m2 �xed by the edges with a innercircle where some oscillations are introduced. This system could represent, for example,a loudspeaker being a squared membrane.

Figure 2.2: Domain Ω with inner (ΓD1, colour red) and outer (ΓD2, colour blue) boundaries.So, we have a 1m2 squared domain Ω with a circle of radius 1cm in its center. Boundaries
ΓD1 and ΓD2 correspond the internal and external boundaries respectively (see Figure2.2). Because the membrane has �xed edges, the displacement on ΓD2 will be zero. Onthe other hand, oscillations are introduced at the inner boundary, which correspond timedependent Dirichlet condition. Hence,

p (x, t) = gD(t) on ΓD1, t > 0, (2.35)
p (x, t) = 0 on ΓD2, t > 0. (2.36)In this example, the following smooth function [18] is used for gD
gD(t) =

d

dt

(

e−π2(F0t−1)2
)

, (2.37)where F0 is the frequency of the pulse. In Figure 2.3 the above pulse with F0 = 1000Hz(the used frequency in this example) can be observed. This pulse bas one positive peakfollowed by a negative one, and �nally tends to zero. This type of pulses are often used totest numerical schemes (e.g. [18]), because they resemble a punctual force. However, theykey point of this pulse is that it is very smooth (i.e. it contains no abrupt transitions).This ensures that no high frequency energy is introduced in the numerical scheme, whichcould cause numerical instabilities and numerical errors in case the mesh not being tineenough to capture this information.
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Figure 2.3: Representation of the pulse (2.37) with frequency F0 = 1000Hz.Once the problem statement has been de�ned, we will proceed to construct thecomputational domain Ω and to mesh it (see Figure 2.4). The geometry has beendivided in di�erent surfaces to ensure a good transitioning mesh. A non-uniform meshof triangular elements have been built with element sizes h=0.015m for surfaces and
h=0.003m for the inner boundary (over lines). Finally, we have got a mesh with 7310nodes and 14332 elements.

(a) (b)Figure 2.4: Geometry (a) and mesh (b) obtained for the membrane example.Because our �nal goal is to be able to perform speech synthesis, we use as sound speed cthe velocity of sound waves in the air at a temperature of 24◦C (c = 345m/s). On the otherhand, given that we use an explicit scheme, we have to use a sampling frequency fs (thesampling frequency is the inverse of the time step ∆t) such that the stability conditionis satis�ed. Stability is guaranteed wherever the link between ∆t and the element size hgiven by the Courant-Friedrich-Levy (CFL) number [1]
CFL = c

∆t

h
(2.38)



24 2.1. The acoustic wave equationful�lls CFL < 1. If CFL > 1 the numerical scheme becomes unstable. However, ithas to be noted that a CFL < 1 does not fully ensures stability. In this examplewe take fs = 200KHz. Using h = 0.003m and c = 345m/s, the CFL number will be
CFL = 0.575 < 1. We have tested in a long simulation (1 second) that the numericalsolution under the above description becomes stable in time. It has to be noted, thatgiven that the used time step is so small (∆t = 1/200KHz), 1 second of simulationimplies 200000 time steps, which means that a simulation of 1s is a long simulation.

(a) t=0.75ms (b) t=1.25ms (c) t=2ms
(d) t=2.5ms (e) t=3ms (f) t=3.5ms
(g) t=4.5ms (h) t=5ms (i) t=10.25msFigure 2.5: Snapshots of the numerical solution of the membrane at di�erent time instants.Once explained the framework and con�guration of the example, in Figure 2.5 someresults corresponding to the �rst milliseconds can be seen. In the �rst frame (a), we canobserve the initial spherical wave front generated by the boundary ΓD2. By this instant,



2. Finite Element Method for acoustics 25the positive peak of the smooth function (2.37) has been generated. In the next frame (b),the negative peak appears in the domain. Then, in (c) the whole pulse has been generatedby ΓN2 and the wave front is near the boundary ΓD1, where it will re�ect. In the frames(c)-(h) we can see how the wave front re�ects on the domain edges and interact with theother re�ected waves, causing constructive and destructive interferences. Finally, giventhat the used formulation does include any dissipation mechanism, these interactions in(h) do not vanish with time.TubeAs seen in chapter 1, the human vocal tract can be modeled as a �nite number ofconcatenated tubes. So, we have considered that the acoustic behavior of a tube could bean interesting benchmark problem. In this example, we study the acoustic behavior of atube closed by its extremes and excited in one end by means of a piston. The dimensionsof this tube are 0.5m x 0.1m. We have considered a rectangular domain Ω with boundaries
ΓN1 and ΓN2, where ΓN2 corresponds to the rigid walls of the tube and ΓN1 to the pistonwall (see Figure 2.6).
Figure 2.6: Domain Ω corresponding to a tube with rigid walls (ΓN2, colour blue) and a pistonin its beginning (ΓN1, colour red).Once again, like in the previous example, we have used the smooth pulse (2.37), but inthis case with a frequency F0 = 2000Hz and inverted (i.e. multiplied by −1). Moreoverwe take c = 345 m/s and fs = 200KHz.

(a)
(b)Figure 2.7: Geometry (a) and mesh (b) obtained for the tube example.
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(a) t=0.5ms
(b) t=1ms
(c) t=1.5ms
(d) t=2ms
(e) t=2.5ms
(f) t=3ms
(g) t=10msFigure 2.8: Snapshots of the acoustic pressure at the tube for di�erent time instants.



2. Finite Element Method for acoustics 27We have also generated a non structured mesh of triangular elements with h=0.005m insurfaces (no speci�cation is done over lines). The �nal geometry and mesh can be seen inFigure 2.7.Some numerical results for di�erent time steps can be seen in Figure 2.8. In the �rstframe (a), a plane wave front is generated at boundary ΓN1. This plane wave front isdone due to Huygens phenomena. Then, this plane wave travels through the tube (b)-(c)and arrives to the end (d), where it re�ects and return to the beginning (e)-(f). Onceagain, given that there are no losses, this wave front will go back and forward withoutdeformations (g).2.2 The acoustic wave equation with boundary losses2.2.1 Variational problem statementIt will be interesting for our purposes to consider the acoustic wave equation withboundary losses due to viscous frictions and heat conduction. We will directly addressthem in the weak form of the problem. With respect to the weak formulation of theacoustic wave equation, we only have to add [53]
µc0(q, ∂tp)ΓW

(2.39)to the left hand side of the acoustic wave equation in weak form (2.18), where
(q, ∂tp)ΓW

=

∫

ΓW

q ∂tp dΓW. (2.40)
q is the test function, µ stands for the coe�cient of the boundary admittance and ΓW isthe lossy boundary. The boundary coe�cient µ can be computed as [53]

µ =
r

ρ0c0
, (2.41)where ρ0 stands for air density and r corresponds to the real component of the boundaryimpedance (resistance term). The term (2.39) corresponds to the representation in theweak formulation of the boundary condition

∂tp = µc0, on ΓW. (2.42)So, the variational or weak problem consists in �nding p ∈ P such that
(

q, ∂2
ttp

)

+ c20 (∇q,∇p)− c20 < q, gN >ΓN
+µc0(q, ∂tp)ΓW

= c20 < q, f >, ∀q ∈ Q, (2.43)where P and Q are the same space of functions that in the acoustic wave equation (seesection 2.1).



28 2.2. The acoustic wave equation with boundary losses2.2.2 Space and time discretizationSpatial discretitzation: Galerkin approximationBeing Ph ⊂ P and Qh ⊂ Q �nite subspaces, the spatial discretitzed scheme consists in�nding ph ∈ Ph such that
(

qh, ∂
2
ttph

)

+ c20 (∇qh,∇ph)− c20 < qh, gN,h >ΓN
+µc0(qh, ∂tph)ΓW

= c20 < qh, fh >, (2.44)
∀qh ∈ Qh, where gN,h and fh are discretizations of gN and f respectively. If we expand
ph ∈ Ph and qh ∈ Qh in terms of shape functions N(x) and insert them into (2.44) we get

∑

a

∑

b

Qa
(

Na, N b
)

P̈ b + µc0
(

Na, N b
)

ΓW

+ c20
∑

a

∑

b

Qa
(

∇Na,∇N b
)

P b =

+
∑

a

Qa < Na, gN,h >ΓN
+c20

∑

a

Qa < Na, fh >, (2.45)where P b and Qa are the nodal values. Expressing (2.45) in matrix form and cancelingthe test function vector Q> gives the �nal algebraic system
MP̈ + µc0BṖ + c20KP = c20L, (2.46)where M is the mass matrix, B is the damping matrix, K is the sti�ness matrix and Lthe load vector. The corresponding entries are

M = [Mab], Mab =
(

Na, N b
)

, (2.47)
B = [Bab], Bab =

(

Na, N b
)

ΓW

, (2.48)
K = [Kab], Kab =

(

∇Na,∇N b
)

, (2.49)
L = [La], La =< Na, gN,h >ΓN

+ < Na, fh > . (2.50)
Time discretization: Finite di�erencesUsing second order �nite di�erences for the time discretization,

M
P n+1 − 2P n + P n−1

∆t2
+ µc0B

P n+1 −P n−1

2∆t
+ c20KP n = c20L

n. (2.51)Grouping some terms we get
(

M

∆t2
+

µc0B

2∆t

)

P n+1 =

(

2M

∆t2

)

P n −

(

M

∆t2
−

µc0B

2∆t

)

P n−1 + c02L
n − c20KP n. (2.52)
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C1 =

(

M

∆t2
+

µc0B

2∆t

)

, (2.53)
C2 =

(

2M

∆t2

)

, (2.54)
C3 =

(

M

∆t2
−

µc0B

2∆t

)

, (2.55)we �nally arrive at the following explicit scheme for the evolution of the nodal acousticpressure:
P n+1 = C−1

1

(

C2P
n −C3P

n−1 + c20L
n − c20KP n

)

. (2.56)2.2.3 Numerical exampleTube with wall lossesAs a example we reconsider the same tube used in the second benchmark problem forthe acoustic wave equation (section 2.1), but including losses in the walls. We also use
c = 345m/s, fs = 200KHz and the same mesh. However, in this case we study itsbehavior using two di�erent pulses: a transient pulse and a stationary signal.Let us �rst �rst consider the case of transient signals. To do so we use the smooth pulse(2.37) with F0 = 2000Hz. We use it to test the model for di�erent boundary admittancecoe�cients: µ = 0.005, 0.001, 0.0005. Some time instants of the numerical solution for
µ = 0.001 can be seen in Figure 2.9. In contrast to the solution obtained for the losslessexample (see Figure 2.8), it can be seen how the pulse is attenuated at each time step.Point number x (m) y (m)1 1.1 1.052 1.2 1.053 1.3 1.054 1.4 1.05Table 2.1: Coordinates of four points in the tube (it has to be noted that the lower corner of thetube is at (x, y) = (1, 1)). These points are used to capture the time. In Figure 2.10there is a representation of these points in the tube.In order to better observe the attenuation e�ect, we have captured the time evolution ofthe solution at four points (see Figure 2.10). Their location is given in Table 2.1.
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(a) t=1.25ms
(b) t=4.15ms
(c) t=7.05ms
(d) t=9.95ms
(e) t=12.85ms
(f) t=15.75ms
(g) t=18.65msFigure 2.9: Snapshots of the tube acoustic pressure with wall losses and µ = 0.001 for di�erenttime values.



2. Finite Element Method for acoustics 31
Figure 2.10: Location of the four points in the tube used to capture the time evolution of thedi�erent solutions. Their coordinates are provided in Table 2.1.

(a) µ = 0.005 (b) µ = 0.001

(c) µ = 0.0005Figure 2.11: Time evolution of the solution of the tube in the transient case with µ = 0.005 (a),
0.01 (b) and 0.005 (c) for 4 points (see Table 2.1 or Figure 2.10 for their location).First of all, we will describe the wave propagation in the graphic of Figure 2.11. Wecan observe some wave packets formed by four pulses (one for each point). Each packetcorresponds to the front wave passing trough the points. The direction of this front wavecan be seen according to when the peaks captured in each point appear. For example,when the front wave comes from the left side, we will see that the peak arrives �rst at point



32 2.2. The acoustic wave equation with boundary losses1, second at point 2, then at point 3 and �nally at point 4. However, when the wave frontcomes from the right side, we will observe the opposite e�ect (4 → 3 → 2 → 1). Onceanalyzed the meaning of this graphic, it can be observed that the higher the boundaryadmittance coe�cient µ the higher the speed at which the signal is attenuated (i.e. thehigher the boundary admittance coe�cient the higher the losses). For example, with
µ = 0.005, with only �ve re�ections at the ends of the tube (six packets) there remainsno signal in the tube, while for µ = 0.01 and µ = 0.005 the wave signal still has not lostthe half of the initial amplitude.Next we study the case of stationary signals generating a sinusoidal signal of fundamentalfrequency F0 = 2070Hz, which corresponds to the 6th resonance mode of the tube withoutlosses. The goal of this benchmark is to observe the tube behavior for stationary signalsin a resonance mode. In a lossless model with constant energy input, the solution willgrow to in�nity because there is no energy dissipation. Furthermore, given that we areclose to a resonance mode it will grow up faster. However, in a model with losses we couldexpect that the solution converges to a certain value. In Figure 2.12 the time evolutionof point 1 (see Table 2.1 or Figure 2.10 for its location) is plotted for di�erent µ. It canbe observed how for all tested µ the di�erent solutions converges to a value. On the otherhand, for the tested cases, the higher the losses the lower the converge value. This isa normal behavior, because the higher the losses the lower the remaining signal, whichis directly related to the observed �o�set�. We refer to remaining signal as that signalthat corresponds to a previous time step and still have an important amplitude. We haveseen in Figure 2.11 that the higher the losses the higher the speed at which the signal isattenuated. If we introduce energy constant in time, the remaining signal will never bezero. This signal will be proportional to the speed at which the waves are attenuated, i.e.to the losses. So, the higher the losses the lower the convergence value.

Figure 2.12: Time evolution of point 1 (see Table 2.1 or Figure 2.10 for its location) correspondingto the the solution of the tube with losses excited with a stationary signal and usingdi�erent boundary coe�cients (µ).



2. Finite Element Method for acoustics 33Another interesting e�ect can be seen in Figure 2.13. When attenuation is introduced inthe walls, the pressure level close to the walls decays because viscous friction and heatconduction. This causes that plane wave front to curve. For example, with µ = 0.01 (a)(we have added to see this phenomena easier), this e�ect is high, but as the losses decrease,this e�ect is reduced. In fact, the last observable case is µ = 0.005 (b). With µ = 0.001(c) and µ = 0.0005 (d) this phenomena can not be observed. On the other hand, it hasto be noted some asymmetries on the solution of (a) and (b). This is done because weare using a non structured mesh that cause not uniform losses on the boundaries.
(a) µ = 0.01

(b) µ = 0.005

(c) µ = 0.001

(d) µ = 0.0005Figure 2.13: Snapshots of the numerical solution of the tube with wall losses with di�erent µ inthe transient case at t=32ms.



34 2.3. The acoustic wave equation with a Perfectly Matched Layer (PML)2.3 The acoustic wave equation with a PerfectlyMatched Layer (PML)2.3.1 The Perfectly matched layerFinally, we will also need to consider radiation of sound waves towards in�nity. Themain problem is that the computational domain must be �nite, so it will be necessary totruncate it. To emulate outward waves to in�nity, a radiation boundary condition has tobe introduced to avoid re�ections of the acoustic waves at the domain boundary. In thecontinuous, it takes the Summer�eld boundary condition
∇p (x, t) · n = 1/c0 ∂tp on Γ∞ (2.57)where Γ∞ is the non re�ection boundary condition. However, (2.57) is not optimal [10]. Inthis work it will be replaced by a Perfectly Matched Layer (PML). A PML is an arti�cialregion where incident sound waves are absorbed. The key property is that incident wavescoming from a non PML region do not re�ect at the PML interface. Then, these wavesare attenuated in the PML region (see Figure 2.14). However, in practice some residualsignal remains. Therefore, an important aspect when designing a PML region is that itprovides enough absorption for this residual to be negligible.

Figure 2.14: Truncation of a domain using a Perfectly Matched Layer (PML). The PML regioncorresponds to the shaded area. In this example, an incident wave pi reaches thePML interface and becomes absorbed inside it pa. No re�ection pr takes place atthe PML interface.2.3.2 Strong formLet us introduce the formulation of the acoustic wave equation with a perfectly matchedlayer (PML) in the two-dimensional case [18]
∂ttp− c20∇

2p = c20f +∇ · φ− (ξ1 + ξ2)∂tp− ξ1ξ2p, (2.58)
∂tφ = Γ1φ+ c20Γ2∇p, (2.59)



2. Finite Element Method for acoustics 35where ξi are the damping pro�les, φ is an auxiliary vector of the form φ = [φx, φy]
>, and

Γ1 and Γ2 are matrices of the form
Γ1 =

(

−ξ1 0
0 −ξ2

)

, Γ2 =

(

ξ2 − ξ1 0
0 ξ1 − ξ2

)

. (2.60)Let us de�ne the continuous functions α(x) = ξ1(x) + ξ2(y), β(x) = ξ1(x) ξ2(y) and
γ(x) = ξ2(y) − ξ1(x). In components, the above expressions (2.58) and (2.59) can bewritten as

∂ttp− c20∇
2p = c20f + ∂xφx + ∂yφy − (ξ1 + ξ2)∂tp− ξ1ξ2p, (2.61)

∂tφx = −ξ1φx + c20γ∂xp, (2.62)
∂tφy = −ξ2φy − c20γ∂yp. (2.63)The damping pro�les ξi can be constant, linear, or quadratic among others. FollowingGrote and Sim [18], we use

ξi(xi) =







0 for |xi| < ai, i = 1, 2,

ξ̂i

(

|xi−ai|
Li

−
sin

(

2π|xi−ai|

Li

)

2π

) for ai ≤ |xi| ≤ ai + Li, i = 1, 2,
(2.64)being ξ̂i a constant to control the damping e�ect, ai the i-th coordinate of the PML layerand Li the thickness of the PML region in the i-th direction. Because ξi(x) is twicecontinuously di�erentiable throughout the interface at |xi| = ai, no special transmissionconditions are needed there [18].

Figure 2.15: Damping pro�le ξ(x) in the PML region for di�erent values of ξ̂ (in the graphic is
ξ0). The length of the PML region is L = 0.5m and c = 345m/s.The constant ξ̂i depends on the discretization and thickness of the layer and can becomputed as [18]

ξ̂i =
c

Li

log

(

1

R

)

, (2.65)



36 2.3. The acoustic wave equation with a Perfectly Matched Layer (PML)where R is the relative re�ection of the boundary of the PML, which usually is truncatedusing a Dirichlet or Neumann condition. A good value for R could be R = 10−4, whichfor a c = 345m/s corresponds to ξ̂ = 2760 (see Figure 2.15).On the other hand, we consider the following boundary and initial conditions
p (x, t) = gD(t) on ΓD, t > 0, (2.66)

∇p (x, t) · n = gN (t) on ΓN, t > 0, (2.67)
p = 0, in Ω, t = 0, (2.68)

∂tp = 0, in Ω, t = 0. (2.69)2.3.3 Variational problem statementSpace of functionsThe space of functions P, Q, U and V for the pressure, pressure test function, auxiliaryfunction and auxiliary test function respectively are
P = L2(0, T ;H1(Ω)), (2.70)

Q = H1
0 (Ω), (2.71)

U = L2(0, T ;H1(Ω)), (2.72)
V = H1

0 (Ω). (2.73)See section 2.1 for the de�nition of the above space of functions.Variational formDe�ning α(x) = ξ1(x) + ξ2(x), β(x) = ξ1(x)ξ2(x) and γ(x) = ξ2(x) − ξ1(x), thevariational form of the problem consist in �nd p ∈ P and φ ∈ U such that
(q, ∂2

ttp) + c20(∇q,∇p) = c20 < q, gN >ΓN
+c20 < q, f >

+ (q, ∂xφx) + (q, ∂yφy)− (q, α∂tp)− (q, βp), (2.74)
(vx, ∂tφx) = −(vx, ξ1φx) + c20(vx, γ∂xp), (2.75)
(vy, ∂tφy) = −(vx, ξ2φy)− c20(vy, γ∂yp), (2.76)

∀q ∈ Q, ∀vx ∈ V and ∀vy ∈ V.



2. Finite Element Method for acoustics 372.3.4 Space and time discretitzationSpatial discretization: Garlekin approximationBeing Ph, Qh, Uh and Vh a �nite subspaces of P, Q, U and V respectively (Ph ⊂ P,
Qh ⊂ Q, Uh ⊂ U and Vh ⊂ V), the spatial discretitzed scheme of the problem consist in�nding ph ∈ Ph and φh ∈ Uh such that

(qh, ∂
2
ttph) + c20(∇qh,∇ph) = +c20 < qh, gN,h >ΓN

+c20 < qh, fh >

+ (qh, ∂xφx,h) + (qh, ∂yφy,h)− (qh, αh∂tph)− (qh, βhph), (2.77)
(vx,h, ∂tφx,h) = −ξ1,h(vx,h, φx,h) + c20(vx,h, γh∂xph), (2.78)
(vy,h, ∂tφy,h) = −ξ2,h(vy,h, φy,h)− c20(vy,h, γh∂yph), (2.79)

∀qh ∈ Qh, ∀vx,h ∈ Vh and ∀vy,h ∈ Vh. Using the shape functions N(x); ph, qh, φh and vhcan be written as
ph(x, t) =

∑

b

N b(x)P b(x, t), (2.80)
qh(x) =

∑

a

Na(x)Qa(x), (2.81)
φh(x, t) =

[

∑

b

N b(x)Φb
x(x, t),

∑

b

N b(x)Φb
y(y, t)

]

, (2.82)
vh(x) =

[

∑

a

Na(x)V a
y (y),

∑

a

Na(x)V a
y (y)

]

. (2.83)Using the above expression and inserting into the scheme, the �nal algebraic system is
MP̈ + c20KP = c20L +BxΦx +ByΦy −MαṖ −MβP , (2.84)and the algebraic system for the auxiliary functions

MΦ̇x = −Mξ1Φx + c20Bx,γP , (2.85)
MΦ̇y = −Mξ2Φy − c20By,γP , (2.86)whereM is the mass matrix,Mα andMβ are the mass matrices with the spacial functions

α(x) and β(x), K is the sti�ness matrix, L the load vector, Bx and By are the dampingmatrices in the x and y directions, and Bx,γ and By,γ are the damping matrices with thespacial function α(x). The entries of these matrices and vectors are
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M = [Mab], Mab =

(

Na, N b
)

, (2.87)
Mα = [Mab

α ], Mab
α =< Na, αhN

b >, (2.88)
Mβ = [Mab

β ], Mab
β =< Na, βhN

b >, (2.89)
K = [Kab], Kab =

(

∇Na,∇N b
)

, (2.90)
L = [La], La =< Na, gN,h >ΓN

+c20 < Na, fh >, (2.91)
Bx = [Bab

x ], Bab
x = (Na, ∂xN

b), (2.92)
By = [Bab

y ], Bab
y = (Na, ∂yN

b), (2.93)
Bx,γ = [Bab

x,γ], Bab
x,γ = (Na, γh∂xN

b), (2.94)
By,γ = [Bab

y,γ], Bab
y,γ = (Na, γh∂yN

b). (2.95)Time discretization: Finite di�erencesUsing second order �nite di�erence schemes for the time discretization
M

P n+1 − 2P n + P n−1

∆t2
+ c20KP n =

+ c20L
n +BxΦ

n
x +ByΦ

n
y −Mα

P n+1 −P n−1

2∆t
−MβP

n. (2.96)Grouping some terms
(

M

∆t2
+

Mα

2∆t

)

P n+1 =

(

2M

∆t2
+Mβ

)

P n

−

(

M

∆t2
−

Mα

2∆t

)

P n−1 + c20L
n − c20KP n +BxΦ

n
x +ByΦ

n
y . (2.97)We de�ne the auxiliary matrix C1, C2 and C3 such that

C1 =

(

M

∆t2
+

Mα

2∆t

)

, (2.98)
C2 =

(

2M

∆t2
−Mβ

)

, (2.99)
C3 =

(

M

∆t2
−

Mα

2∆t

)

. (2.100)With the above de�nitions, we get the following explicit scheme
P n+1 = C−1

1

(

C2P
n −C3P

n−1 + c20L
n − c20KP n +BxΦ

n
x +ByΦ

n
y

)

. (2.101)Note that if we are not in the PML region, ξ1,h, ξ2,h, Φx and Φy are zero and the abovescheme reduces to the explicit scheme for the acoustic wave equation. On the other hand,



2. Finite Element Method for acoustics 39the explicit schemes for the auxiliary functions Φx and Φy are
Φ

n+1
x = Φ

n−1
x − 2∆tM−1

(

Mξ1Φ
n
x − c20Bx,γP

n
) (2.102)

Φ
n+1
y = Φ

n−1
y − 2∆tM−1

(

Mξ2Φ
n
y + c20By,γP

n
) (2.103)2.3.5 Numerical exampleIn�nite membraneIn this example we use the same squared membrane that in the example of section 2.1,but surrounded by a perfectly matched layer of thickness L=0.5m (see Figure 2.16) toemulate free space propagation. So we get an in�nite membrane.

Figure 2.16: Membrane of the example of section 2.1 surrounded by a perfectly matched layer(PML) of thick L=0.5. The boundaries ΓD1 and ΓD2 are marked in red and bluerespectively.

(a) (b)Figure 2.17: Obtained Geometry (a) and mesh (b) for the in�nite membrane example.The smooth pulse (2.37) with F0 = 1000Hz is also used as an excitation signal in thecontour ΓD1. We take the same wave propagation (c = 345m/s) and sampling frequency



40 2.3. The acoustic wave equation with a Perfectly Matched Layer (PML)(fs = 200KHz). The adopted meshing criteria is also h = 0.015m over surfaces and
h = 0.003m over the inner boundary ΓD1. We have obtained a mesh of 17560 nodes and34700 elements (see Figure 2.17 for the obtained geometry and mesh). However, in thiscase the boundary ΓD2 corresponds to the outer boundary of the PML region, where wehave imposed an homogeneous Dirichlet condition (p = 0). On the other hand, we takethe damping factor ξ̂i = 2760 being the same scale factor for x and y. This factor impliesa relative re�ection coe�cient R of 10−4 (see (2.65)).The obtained numerical results can be seen in Figure 2.18. In (a) and (b) the wave frontis generated by the contour ΓD1 and advances towards the PML interface. In (c) the wavefront has just entered the PML region, where it will be absorbed. This e�ect can be seenin the frames (d)-(h), until it reaches (i), where there is no appreciable signal.To be able to properly evaluate the quality of the perfectly matched layer, we havecaptured the time evolution for four membrane points. Their coordinate values andlocations on the membrane are given in Table 2.2 and Figure 2.19a respectively. It has tobe noted that the lower left corner of the PML is in (x, y) = (0.5, 0.5)m.Point number x (m) y (m)1 1.53122 1.499942 2 1.492543 2.25053 1.54 2.45862 1.5Table 2.2: Coordinates of four analysis points in the in�nite membrane. These points are usedto capture the time evolution signal in some locations of interest: in the domain ofinterest, in the PML interface and in the PML region (see Figure 2.19a.)It can be seen in Figure 2.19b that point 1 has the higher value given that it is the nearestpoint to the source. Just in the PML interface there is point 2, whose signal will be takenas a reference to evaluate the PML e�ciency. It has to be noted that this signal is lowerin amplitude with respect to point 1 because geometrical divergence e�ect. Time delayof signal 2 respect to signal 1 is because sound propagation. Once the wave front hasgone inside the perfectly matched layer, it is captured by point 3, which is located in themiddle of the PML. Finally, close to the end of the PML, there is point 4. It can be seenhow the front wave arrives at point 4 with a small signal, close to zero. With the aimto evaluate the PML e�ciency, we have computed the di�erence between the maximumvalue of signal 2 with respect the maximum value of signal 4. This di�erence is about15dB, which in acoustics means that this signal can be omitted. Note that this front wavestill has to re�ect in the boundary ΓN2 and return to the domain of interest, in whichpath it will be even more attenuated. Finally, after the front wave arrives at point 4,
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(a) t=0.75ms (b) t=1.25ms (c) t=2ms
(d) t=2.5ms (e) t=3ms (f) t=3.5ms
(g) t=4ms (h) t=4.5ms (i) t=6msFigure 2.18: Snapshots of the numerical solution of the in�nite membrane example for di�erenttime instants.



42 2.3. The acoustic wave equation with a Perfectly Matched Layer (PML)no more peaks can be observed. So, it can be said that no signi�cant re�ections appearin the measurement. On the other hand, this e�ect can also be observed in the residual

(a) (b)Figure 2.19: Time evolution of four points (b) located according to Table 2.2 for the in�nitemembrane example. The representation of the localization of these points in thedomain can be seen in (a).signal of the numerical simulation at time instants higher than 5ms (when the whole wavefront has leaved the domain of interest). For example, in Figure 2.20, we have plotted theresidual signal at time t=6ms. Its amplitude is about 3 order of magnitude less than thesignal of interest. This also means that these re�ections can be neglected.
Figure 2.20: Residual signal for the in�nite membrane example at time t=6ms.



Chapter 3Applying FEM to the synthesis ofvowelsIn this chapter the �nite element method will be applied to the synthesis of vowels problem.First, we will put in context the synthesis problem by means the particularization of thegeneric block diagram used in chapter 1 to introduce the articulatory speech synthesis.Second, some important remarks concerning the acoustic modelling will be provided(geometry, glottal source and losses). Next, the main features that should have the acousticwave equation within the vocal tract will be discussed. Then, the obtained numericalscheme will be provided. Finally, as an example, we will synthesize the catalan vowel /e/.Its transfer function will be calculated, from which an objective study of the intelligibilitywill be done. Some remarks on vowel quality will also be done.3.1 IntroductionIn chapter 1 we have introduced the concept of articulatory speech synthesis by means ofa generic block diagram (see Figure 1.1). In this chapter, we will use the same genericblock diagram, particularizing it to the synthesis of vowels (see Figure 3.1).Special attention has to be paid to the vocal tract acoustic block, which is at the core ofthis work. This block has become a computational model based on �nite element methods(FEM). This block, using as inputs the air�ow provided by the glottal model and thevocal tract geometry, will simulate the time envolving pressure distribution within thevocal tract by solving the underlying physics equations using FEM. It is subdivided intothree blocks: the pre-processing block where the computational domain becomes meshedand the boundary conditions imposed (e.g., in�ow from the glottal model, Sommer�eldfree space radiation at the outlet of the computational domain, rigid or elastic conditionsfor the vocal tract walls, etc.); then, in the second block the FEM code is used to solvethe acoustic and �ow dynamics equations using FEM. In the post-processing block, thetime dependent acoustic pressure at the outlet of the lips is converted to an audio �le.43



44 3.2. Some considerations on the acoustic modeling

Figure 3.1: Block diagram for the proposed articulatory speech synthesis systemPrior to describing the core of the model, in the following section some important remarkson the acoustic modelling will be done.3.2 Some considerations on the acoustic modelingTo construct the acoustic model, it is necessary to study all aspects involved in speechproduction, as well as the physical phenomena that occur. In this section some importantconsiderations to be taken into account will be described as well as the assumptions wewill make. The most relevant key points are the geometry, the glottal source and thelosses, described below.3.2.1 GeometryOne of the most important issues in the acoustic modeling process is the geometry, whichis, in the current case, the human vocal tract. The geometry used can be one, twoor three dimensional. Depending on the geometry accuracy, a higher speech qualitywill be obtained. In fact, the higher the dimension, the better the spectrum accuracy,which means better speech quality. However, in the case of synthesis of vowels, thegeometry dimensionality hardly a�ects the low frequency range (below 3KHz) of thespeech spectrum [53]. This assures a good intelligibility but not a good quality. So, it is



3. Applying FEM to the synthesis of vowels 45therefore desirable to use geometries of higher dimensions, i.e. two or three dimensions.On the other hand, the numerical method to use depends, among other factors, on thecomplexity of the geometry. For example, in the one-dimensional case, a �nite di�erencemethod is widely used (e.g. in [12], [1]). Moreover, in the two or three dimensional cases,due to the complexity of the geometry, the above method can not be used. In these cases,the most widely used numerical method seems to be the �nite element method (e.g. [53]).Another important aspect is the geometrical model to use (see chapter 1 for a review).Given that we aim at synthesize high quality vowels, we will require the geometry to beaccurate and realistic as possible. The geometry model that satisfy these requirementsis the statistical model, which needs a huge database of articulatory data. In our case,we will use a statistical model corresponding of a collection of static magnetic resonanceimages. These images correspond to the midsagittal plane of the vocal tract and theywere captured from a male native catalan speaker producing �ve catalan vowels (/a/,/e/,/i/, /o/ and /u/). In Figure 3.2 there are some examples of the MRI collection. Then,the geometry has been obtained by hand tracing the inner boundary of the vocal tract.
(a) /a/ (b) /e/ (c) /i/

(d) /o/ (e) /u/Figure 3.2: MRI images used to synthesize the vowels /a/, /e/, /i/, /o/ and /u/.So, we will use a statistical model that will provide two-dimensional geometries to thevocal tract acoustic model. Given the complexity of these geometries, will use as numericalmethod the �nite element method.



46 3.2. Some considerations on the acoustic modeling3.2.2 Glottal sourceAlthough the glottal model is usually an independent block of an articulatory synthesizer,it need to be coupled into the vocal tract acoustic model. Generally, glottal models arecoupled to the vocal tract acoustic models by imposing the glottal output air�ow (glottalpulses) as the input air�ow of the vocal tract, e.g. the Rosenberg model [48]. However,some more complex models require some additional data in order to estimate the glottalpulses. For example, the two-mass models require the cross-sectional area of the input ofthe vocal tract [50].In our case, we �rst considered using the C Rosenberg model [48] as a glottal model. Thismodel stands out for its simplicity and its proper behavior for the synthesis of vowels.This model parametrizes the waveform of the volumetric glottal velocity ug(t) as
ug(t) =















a
2

[

1− cos
(

π t
Tp

)]

0 ≤ t ≤ tp

a cos
(

π
2
t−Tp

Tn

)

tp < t ≤ tp + tn

0 tp + tn < t < T0

, (3.1)where a is the amplitude, tp is the positive slope, tn the negative slope and T0 the periodof the glottal pulses (i.e. the inverse of the fundamental frequency F0 or pitch) (see Figure3.3). The times tp and tn are related to the pitch as
tp = 40% T0, (3.2)
tn = 16% T0. (3.3)In �gure 3.3 we show one pulse generated by the C Rosenberg model, using a =

4 · 10−4m3/s2 and a pitch of F0 = 100 Hz.

(a) ug(t) (b) d/dt ug(t)Figure 3.3: Rosenberg model of the C type, where ug (a) is the volumetric velocity of the glottalpulse and d/dt ug its time derivative.However, this pulse contains high frequency information because it has abrupt transitions(i.e. it is not smooth). In numerical schemes, high frequency information can pollute the



3. Applying FEM to the synthesis of vowels 47solution because they can not be captured by the mesh (the size of the elements can notbe tine enough to capture it). This may result in errors and instabilities of the solution.Given the above drawbacks, we though about using the LF model [14]. This modelsalso describe the �ow variations of the glottal source, but it does so acting on its timederivative. This is an important feature because imposing the time derivative of theglottal �ow is the most natural way to couple the glottal model with the vocal tractacoustic model (we will see it in (3.10)). However, the most important advantage is thatthis model describes a smooth pulse, closer to reality. So, no excessive high frequency areexpected to be introduced into the numerical scheme.In a LF model, the time derivative of the volumetric velocity ug(t) is
d

dt
ug(t) =







E0e
αtsin(wgt) 0 ≤ t ≤ te

−Ee

εta

(

e−ε(t−te) − e−ε(T0−te)
)

te < T0

, (3.4)where T0 is the inverse of the fundamental frequency or pitch F0. Prior to de�ne the waveparameters E0, α, wg and te, it is necessary to introduce some dimensionless quantities
Ra =

ta
T0 − te

, Rk =
te − tp
tp

, Rg =
T0

2tp
, (3.5)where the de�nitions for te, tp, ta and T0 can be seen in Figure 3.4b. The angular frequency

wg is related to the fundamental frequency F0 by wg = 2πF0Rg. On the other hand, Eeis the minimum value of the time derivative of the glottal pulse (see Figure 3.4). For amale voice, Ee = 0.4m3s−2, Rg = 1.12 and Rk = 0.34 [54]. The time ta, for small valuesof ε can be computed as
ta =

Ue

Ee

, (3.6)where Ue is the mean �ow volume rate in the glottis, which in a male is Ue = 0.12l/s [54].So, using (3.6) we can compute the time ta = 0.3ms. On the other hand, imposing thatthe time derivative of the glottal pulse (3.4) at time tp must be zero and imposing itscontinuity at time te, we get the following non linear equations
E0e

αtpsin(wgtp) = 0, (3.7)
E0e

αtesin(wgte) = Ee, (3.8)
−
Ee

εta

(

1− e−ε(T0−te)
)

= Ee. (3.9)Solving the non-linear system of equations (3.7−3.9), the parameters Ee, α and ε can bedetermined.We will use the LF model as the glottal model. However, it would have been interesting touse a mechanical model, because they work with physical parameters closer to the process
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(a) ug(t) (b) d/dt ug(t)Figure 3.4: LF model, where (a) is the volume velocity of the glottal source and (b) is its timederivative. In (b) the four wave shape parameters tp, te, ta and Ee that uniquelydetermine the pulse can also be seen.of phonation, such as the tension of the vocal cords, the air injected by the lungs, etc.With such parameters, it is easier to synthesize natural voice, because they are betterde�ned than the shape of the glottal pulses.On the other hand, given that the unknown of the equation is the acoustic pressure, it isnecessary to express the velocity �uctuations of the glottal pulses as a pressure condition.This step can be done using the Newton equation
∇p = −ρ

∂u

∂t
, (3.10)where ρ is the air density. Thanks to the LF model, we do not need to discretize thetemporal term of (3.10) because we directly know its time derivative. However, we haveto keep in mind that the LF model provides a volumetric velocity and the Newton equationrequires a punctual velocity. The conversion can be easily done if we know the area wherethe source have to be imposed.Finally, this glottal source will be introduced into the acoustic model using the followingNeumann boundary condition

∇p = g(t) = −ρ
∂ug

∂t
on ΓG, (3.11)where ΓG is the Neumann boundary. Expressing (3.11) in its time discrete form we obtain

∇pn · n = gn = −ρ
∂un

g

∂t
on ΓG, (3.12)where the superscript n denotes the time step n. So, the glottal model will have to provideto the vocal tract acoustic model the glottal source gn at each time step.



3. Applying FEM to the synthesis of vowels 493.2.3 LossesThe modeling of losses is an important issue for achieving good quality in the synthesizedspeech. These losses mainly contribute to the bandwidth of the formants, specially formiddle and high frequencies, and in less extent, to their location. The most signi�cantare the radiation loss, the wall losses and the losses introduces by the vibration of thewalls.Radiation lossThe radiation loss refers to the energy dissipated when the sound �eld generated insidethe vocal tract leaves the mouth, spreading towards free space. This is the most importantloss e�ect in the speech production process [3]. Many artifacts have been devised to modelthis phenomena. The most commonly used is the approximation of the mouth as a circularpiston in an in�nite ba�e, from which the value of a load impedance can be obtained( [25]). Then, the domain is truncated at the mouth, using the load impedance to emulatethe acoustic radiation into free space. The main drawback is that this impedance isfrequency dependent, which cause several di�culties for time domain methods. However,some approximations to the load impedance can be made (e.g. in [3]), but decreasing thequality of the radiation losses.In our case, we will not use any approximation. We will calculate the acoustic �eld withouttruncating the domain at the mouth. That is it will consider a domain with the vocaltract and the free space. However, the domain must be �nite, it will be necessary truncatethe free space domain. To simulate this behavior we will use the perfectly matched layer(PML) approach, previously introduced in chapter 2.Wall losses: viscous friction and heat conductionThe wall losses are losses due to the propagation of the acoustic waves close to the vocaltract walls. The most important are due to viscous friction an the heat conduction.Compared to other losses, heat conduction can generally be neglected [3]. Moreover,compared to radiation loss, viscous friction losses contribute the second to the bandwidthof formants. So, it is desirable to model this loss in the vocal tract. In general, when walllosses are considered, we refer to soft walls, whereas if they are not considered, we refer tohard walls [53]. In Figure 3.5 we show the vocal tract transfer function corresponding toa Japanase /a/. Hard and soft walls are considered, but not radiation losses. The nasalcavity is also included in the study. Vocal tract functions have been computed using 3D�nite element methods in frequency domain [36]. It can be seen how sharp peaks vanishand formant bandwidth increase because of wall losses.In one-dimensional cases, some modi�cation to the conservation of momentum equationcan be done to include viscous friction e�ects (e.g. [3,12]). However, for higher dimensions(2D or 3D), these losses are introduced as boundary conditions (e.g. [53]).
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(a) Hard Wall (b) Soft WallFigure 3.5: Vocal tract transfer functions of a male producing Japanese /a/, considering nasalcoupling and hard (a) and soft (b) walls [36].In our acoustic model we will take them into account, i.e. we consider soft walls.Because we are using two-dimensional geometries, we will consider the following Neumanncondition
∂t

∂t
p(t) = µc0 on ΓW, (3.13)where ΓW is the vocal tract boundary.Wall vibration lossesA usual assumption in the acoustic modelling process is to consider that the vocal tractwalls are rigid (e.g. in [58]). However, a non rigid model of the vocal tract (yieldingwalls) can also be used. This introduces some losses to the model. One technique issimulate this vibration by means of mechanical models (e.g. in [12]). This simulate thewall vibration using mechanical analogies, which depend on di�erent physical propertiessuch as the elasticity, the pressure within the vocal tract, the cross-sectional area, etc.In our case, we will consider rigid walls for simplicity.3.3 Computational model for the vocal tract3.3.1 Model descriptionIn the previous section, we have seen some of the most important considerations that haveto be taken into account in the acoustic modelling process. In the computational modelframework, we have �nally decided the following aspects:a) Geometry model: A statistical geometry model providing 2D static geometries.b) Glottal source: a FL model generating glottal pulses.



3. Applying FEM to the synthesis of vowels 51c) Radiation Loss: a Perfectly matched layer (PML) for taking into account free spacepropagation.d) Wall loss: wall losses due to viscous friction and heat conduction.e) Wall vibration losses: a rigid model of the vocal tract (so no wall vibration lossesare introduced).First, we have seen that given that we want to synthesize high quality vowels, we needa geometry with all possible details. So, the appropriate geometry model to use is ofthe statistical type. It has to provide 2D geometries to the vocal tract acoustic model.Thanks to their simplicity with complex geometries, we have decided to use the �niteelement method (FEM). Second, as a glottal source, we use a FL model. We have seenthat this model directly provides the time derivative of the volume velocity of the glottalpulses, which simpli�es the coupling between the glottal and vocal tract acoustic models.Moreover the generated pulse is smooth, which ensures that no exceed high frequencyenergy is introduced in the numerical scheme. Finally, as we make synthesis in the timedomain (in time domain we can get better quality than in frequency domain [4]), we haveto use the acoustic wave equation. We have addressed this issue in section 2.1. However,if we want to deal with losses, we will also have to consider the wall losses and radiationlosses. The former have been addressed in section 2.2 and the latter in section 2.3 bymeans of a Perfectly Matched Layer (PML).

(a) (b)Figure 3.6: Boundary conditions (BC) for the acoustic wave equation within the vocal tract,where ΓW, ΓH, ΓG and Γ∞ are the Wall, Head, Glottal and In�nity boundariesrespectively. The shaded area in (a) denotes the PML region. In (b) can be seen indetail the head region.With regards to the boundary conditions, we suppose a soft vocal tract wall (ΓW) and ahard head, i.e. the gradient of the pressure is zero on the boundary ΓH. On the otherhand, we introduce the variable air�ow g(t) produced by the glottal model by means of an



52 3.3. Computational model for the vocal tractinhomogeneous Neumann condition (ΓG). Finally, we truncate the PML domain by meansof an homogeneous Neumann condition (see Figure 3.6). So, the boundary conditions are
∂t

∂t
p (x, t) · n = µc0 on ΓW, t > 0, (3.14)
∇p (x, t) · n = 0 on ΓH, t > 0, (3.15)

∇p (x, t) · n = g (t) on ΓG, t > 0, (3.16)
∇p (x, t) · n = 0 on Γ∞, t > 0, (3.17)where c0 stands for the sound speed and µ stands for the coe�cient of the boundaryadmittance (see section 2.2). On the other hand, for simplicity we take the followinginitial conditions

p(x, 0) = 0, in Ω, (3.18)
∂tp(x, 0) = 0, in Ω. (3.19)3.3.2 Numerical schemeNext, we will directly present the �nal explicit scheme for the wave equation within thevocal tract. This problem has been addressed in the di�erent sections of chapter 2. The�nal explicit scheme for the vector of nodal pressures P reduces to use the explicit schemefor the PML approach (see section 2.3)
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, (3.20)but rede�ning the auxiliary matrices C1, C2 and C3 as
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. (3.23)Note that the boundary losses terms (see section 2.2) have been added to the originalde�nition of C1 (2.98), C2 (2.99) and C3 (2.100). On the other hand, no changes areintroduced to the explicit schemes for the auxiliary functions Φx and Φy (see section 2.3),which yields
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3. Applying FEM to the synthesis of vowels 53Considering that we have no external forces, the above matrices and vectors can becomputed as
M = [Mab], Mab =
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, (3.26)
Mα = [Mab
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, (3.30)
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y,γ = (Na, γh∂yN

b), (3.35)where N stands for the shape function, gn is the glottal source at time step n and thediscrete functions αh, βh and γh are functions that control the behavior of the perfectlymatched layer (see section 2.3).3.4 An example: synthesis of vowel /e/3.4.1 SynthesisIn this section, we will present an example of the running of the articulatory synthesizer.We will synthesize the Catalan vowel /e/. First, the geometry is constructed and thenmeshed (see Figure 3.7). The former has been done by hand tracing the inner boundariesof the vocal tract. Then, an arti�cial head has been included. Finally, we have surroundedthe domain by a PML region of thick L = 0.5m. The computational mesh has beenassigned a non structured mesh of triangle elements with size of h=0.003m over the vocaltract surface and a h=0.02m to the rest of surfaces. To get a smooth transition betweenthe two surface zones, we have imposed a h=0.003m over the head boundary. With theabove speci�cations, we have obtained a mesh of 9997 nodes and 19276 elements.We have used a wave speed c = 345m/s and a sampling frequency fs = 200KHz (i.e thetime step ∆t = 1/200KHz). The PML has been con�gured to have a re�ection coe�cient
R = 10−4, which with the above c and fs we have got a damping coe�cient ξ̂ = 2760. Onthe other hand, we consider a wall loss coe�cient µ = 0.0005.As a �rst step, we have tested the model behavior using a broadband frequency pulse [54].This pulse has energy until 10KHz, which ensures a good coherence below this range (seeFigure 3.8). This pulse has been introduced on the boundary ΓG (glottal cords). Then,the transfer function between the broadband pulse and the acoustic pressure at the lips



54 3.4. An example: synthesis of vowel /e/

(a) (b)
(c) (d)Figure 3.7: Geometry (a) and mesh (b) for the /e/ example. In (c) and (d) the head region isshown in detail.

(a) (b)Figure 3.8: Broadband frequency pulse used to test the FE model. (a) is the time signal and (b)its spectrum.



3. Applying FEM to the synthesis of vowels 55has been computed (see Figure 3.9b). In order to obtain the acoustic pressure at thelips, we have chosen and arbitrary point close to the output of the vocal tract (see Figure3.9a).

(a) (b)Figure 3.9: (a) Location of the point used to capture the speech signal. (b) Transfer function forvowel /e/.Second, we have synthesized the vowel /e/ using the glottal pulse provided by the LFmodel (see subsection 3.2.2). In this example, we have con�gured this glottal pulse witha fundamental frequency or pitch F0 = 100Hz and a duration time ta = 1ms. In �gure3.10 you can see the acoustic pressure obtained at the libs and its spectrum. Its envelopehas also been calculated and overprinted using a LPC analysis. In order to do the LPCanalysis, the time signal has been downsampled to fs = 40KHz. Then, 50 coe�cients hasbeen used to estimate the signal.

(a) (b)Figure 3.10: Acoustic pressure (a) of /e/ and its spectrum and envelope (b). The time signalcorresponds to the �rst 100 milliseconds of vowel /e/. The spectrum has beencomputed in a stable region of the signal and then its envelope has been obtainedusing a LPC analysis.



56 3.4. An example: synthesis of vowel /e/Finally, some snapshots for the /e/ vowel acoustic pressure can be observed in Figure3.11. Note that we have adjusted their amplitude for a clear visualization of the soundwaves coming from the mouth. So, sometimes the acoustic pressure in the vocal tract cannot be observed because its amplitude is too high.
(a) t=16ms (b) t=16.5ms (c) t=17ms
(d) t=17.5ms (e) t=18ms (f) t=18.5ms
(g) t=19ms (h) t=19.5ms (i) t=20msFigure 3.11: Snapshots of the /e/ acoustic pressure for di�erent time instants.



3. Applying FEM to the synthesis of vowels 573.4.2 Analysis of the resultsIn order to verify the behavior of the FE model, we have compared the obtained frequencyformants with other formants of real voice. We have used some results of a frequencyanalysis study of Catalan vowels done by Recasens et al. [45]. Recasens et al. had studiedthe variations on vowel formants for four catalan dialects: majorcan, valencian, westerncatalan and eastern catalan. On the other hand, given that in this work we have focusedon the FE modelling, we have only evaluated it measuring the location of the �rst twoformants, which could tell us objectively which vowel has been generated.We have computed the transfer function of the FE model for /e/ using di�erent wallloss coe�cients (µ) (see Figure 3.12). Then, the location of the �rst two formants has

(a) (b)Figure 3.12: Transfer functions of vowel /e/ for di�erent wall loss coe�cients (µ). In (b) thereis an example of over-damped transfer function.been calculated (see Table 3.1). Their bandwidths have also been computed for a betterunderstanding of the e�ects of wall losses. It can be seen how the bigger the losses thehigher the formant bandwidth. No signi�cant variations on the formant location can beobserved, except when wall losses are too large, in which case the formants practicallyvanish (see Figure 3.12b). So, this seems that wall losses hardly a�ect to the location of�st two formants. On the other hand, if we compare the obtained formant values withany of the real voice formants, we can see small variations (50Hz) in the location of the�rst formant and bigger variations (150Hz) for the second.On the other hand, if we plot the formant location in a vowel chard (F1 vs F2), we cansee that the obtained results are not so far from /e/ (see Figure 3.13). Moreover, doing aninformal perceptual test, the vowel /e/ has been detected. The problem on the formantlocation could be caused by the use of a rough geometry, by some problems on the FEmodelling, by problems on the source coupling, etc. These points will be studied it indetail in future works.



58 3.4. An example: synthesis of vowel /e/
F1/BW1 (Hz) F2/BW2 (Hz) F3/BW3 (Hz)

µ=0 397/21 1692/142 2426/380
µ=0.00005 397/24 1692/148 2426/388
µ=0.0005 397/58 1698/203 2427/486Majorcan /e/ 489/ - 1905/ - 2656/ -Valencian /e/ 460/ - 1837/ - 2575/ -Western /e/ 448/ - 1854/ - 2552/ -Eastern /e/ 450/ - 1839/ - 2571/ -Table 3.1: Formant location (Fi) and bandwidth (BWi) of the �rst three formants (i=1,2,3)corresponding to the 2D vocal tract when /e/ is synthesized. Di�erent wall losseshave been considered. The formant values of /e/ for four catalan dialects have beenalso provided [45] .

Figure 3.13: Vowel triangle for the four dialects presented in [45]. The synthetized /e/ is plottedas a blue cross.



3. Applying FEM to the synthesis of vowels 593.4.3 Some remarks on vowel synthesis qualityIn the above subsection we have studied the location of the �rst two formants. However,the quality of the synthesized speech not only depends on the formant location but alsoon their bandwidth and energy. Moreover the whole spectrum has to be analyzed.We have also seen that the higher the wall losses the lower the formant bandwidth andenergy. So, tunning the wall losses seems to be a necessary tool to adjust the formantbandwidth, and therefore to improve the quality of synthesized vowel.On the other hand, the vowel quality not only depends on the acoustic vocal tract modelbut also on the glottal and geometry model. To illustrate it, we present some exampleschanging the geometry and the glottal source.First, we want to observe spectrum changes due to geometry changes. To build thegeometry, we have transformed the /e/ geometry of a 1D synthesizer into 2D. We havesupposed a 2D tube model such that its radius is
r(x) =

√

S(x)/π, (3.36)where S(x) is the cross sectional area of the 1D tube used in [1, 12]. The geometry andmesh used can be seen in Figure 3.14. We also use the same domain and parametercon�guration than in the real vocal tract example (PML region, speed wave, samplingfrequency, mesh criteria, etc.). Then, we have computed the transfer function of thetube example using the above methodology, but in this case, for simplicity, we havenot considered wall losses. The obtained transfer function can be seen in Figure 3.15overprinted with the transfer function of the 2D vocal tract (�Tube� vs �2D� in Figure3.15). The formant values are given in Table 3.2. We can see how the location of the�rst two formants are the same in both examples. This seems to indicate that di�erentgeometries corresponding to the same vowel do not change the location of the �rst twoformants. On the other hand, it seems that the 2D vocal better reproduce the higherfrequency range (above 3KHz) because some formants not shown in tube becomes clearlyvisible. All these e�ects may be studied in detailed in future works.Vowel F1 (Hz) F2 (Hz) F3 (Hz)/e/ tube 429 1706 2635/e/ 2D 397 1692 2426Table 3.2: Formant location of the 2D vocal tract vs tube when /e/ is synthesized. No wall losseshave been considered.Second, we have computed the acoustic pressure at the libs for the 2D vocal tract usingdi�erent glottal sources. We have used the same con�guration described in the synthesis
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(a) (b)
(c) (d)Figure 3.14: Obtained geometry (a) and mesh (b) for the /e/ tube example. The head regioncan be seen in detail in (c) and (d).

Figure 3.15: Transfer function of the tube and the 2D vocal tract.



3. Applying FEM to the synthesis of vowels 61example for vowel /e/ (see subsection 3.4.1). Then, we have calculated its spectrum andapplied a LPC analysis with 50 coe�cients to obtain its envelope. We have done it withthe LF model with ta = 3ms, ta = 1ms and the Rosenberg model (see subsection 3.2.2).The results are shown in Figure 3.16. We can see that for di�erent glottal sources weget di�erent spectra. The location of the �rst two formants do not change, but theirbandwidth and energy do. Moreover, the spectrum above the second formant changes.So, di�erent glottal sources will result in di�erent vowel quality.

Figure 3.16: Envelope of vowel /e/ using di�erent glottal sources: LF model with ta = 3ms and
ta = 1ms and Rosenberg model (see subsection 3.2.2).





Chapter 4Conclusions and future work
4.1 ConclusionsIn this work, we have proposed to develop a computational strategy based on the use of�nite element methods for articulatory speech synthesis. We have dealt with the problemof synthesis of vowels and as an example, we have synthesized the catalan vowel /e/.First, a brief review related to articulatory speech synthesis has been provided. We havediscussed about geometry, glottal and vocal tract acoustic models, being the latter at thecore of this work. Basically, two main types of vocal tract models can be distinguished:

• Tube modelsThe duct or tube models can be subdivided into the ABCD matrix based models,the Digital Waveguides models and the circuit analogy models. These modelsapproximate the vocal tract geometry as a �nite set of concatenative tubes, eachone having constant cross section, and need to do a lot of approximations in theacoustic modelling process.
• Computational modelsWe have computational models, which o�er wider possibilities than the above ductmodels. Complex geometries can be implemented in full detail, coarticulation canbe included, and the aeroacoustics involved in the generation of many sounds canbe taken into account. We basically can distinguish between frequency and timedomain models. The former perform a modal analysis through which a frequencyresponse is obtained. Then, this is introduced in a source-�lter type model for speechsynthesis. In contrast to frequency domain models, time domain models computedirectly the acoustic pressure at the output of the vocal tract. Moreover, we havealso seen that frequency domain methods need to work in steady state regime. So,they can not deal with the most natural aspects of speech production such as pitchor amplitude variations of the glottal source, coarticulation of sounds, etc. Theabove aspects can only be considered in time domain methods.63



64 4.1. ConclusionsConsequently we have chosen a computational model due to its versatility with complexgeometries and its wide possibilities in the acoustic modelling. Moreover we have decidedto work in the time domain because we aim at synthesizing natural speech. To addressthis problem we have chosen the �nite element method.On the one hand, among the existing geometrical models (statistical, geometrical orbiomechanical), we have decided to use a statistical model because they are more preciseand realistic than the others. On the other hand, as a glottal model we have used aparametric model because its simplicity and its proper behavior for vowel synthesis. Twomodels have been hardly compared: the C Rosenberg model and the LF model. Theformer is the simplest but introduces excessive high frequency content, which could causenumerical errors. However, the latter is more complex but better models the waveform ofthe glottal source, ensuring that no excess of high frequency is introduced.Second, given the complexity of the speech problem, we have considered simplerapproaches, following a bottom-up strategy. These problems have been solved usingthe �nite element method for the spatial discretization and �nite di�erences for the timediscretization, obtaining an explicit scheme. Then, these schemes have been validated bymeans of benchmark problems. The considered approaches have been the following:
• The acoustic wave equationAs a �rst step, we have computed the sound wave propagation in a closed domainby solving the hyperbolic wave equation.
• The acoustic wave equation with boundary lossesNext, losses due to viscous friction and heat conduction of the acoustic waves at theboundaries have been introduced into the acoustic wave equation. We have used anapproach that assumes a constant frequency absorption.
• The acoustic wave equation with a Perfectly Matched Layer (PML)Finally, a non-re�ection condition has been considered to simulate propagation ofsound waves towards in�nity. A Perfectly Matched Layer (PML) has been used forthis purpose.Third, once solved the numerical di�culties of �nite element methods for acoustics, wehave applied them to the problem of the synthesis of vowels. We have seen some importantfeatures that have to be considered in the acoustic modelling. We have implementedradiation losses (PML), wall losses (boundary losses) and a rigid model of the vocal tract.As an example, we have synthesized the catalan vowel /e/. Then, we have evaluatedits quality using objective measurements. We have computed its transfer function usinga broadband pulse. These pulses are often used in transient analysis. Thanks to thiskind of pulses, we have obtained an accurate transfer function for the vocal tract. Someimportant conclusions have been obtained:
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• Location of the �rst two formantsWe have measured the location of the �rst two formants for /e/ which have beencompared with the formant location of di�erent catalan dialects. The obtainedresults have not been so good as we initially expected. However, when plotted it intoa vowel graph (F1 vs F2) the results were not far from a real /e/. We have also testedanother geometry of an /e/ corresponding to a 1D tube synthesizer, transformingits geometry to two dimensions. We have seen than the �rst two formants have alsocoincided with the obtained results in the real vocal tract. These problems could becaused by a rough geometry, by some problems on the FE modelling, by problemson the source coupling, etc. These points will be solved in future works.
• Other aspects in vowel qualityWe have given some key points to adjust the vowel spectrum and therefore toimprove higher synthesied vowel quality. We have seen that the higher the lossesat the boundaries the higher the bandwidth and the lower the energy formant.Moreover, geometries variations for a given vowel hardly a�ect the location of the�rst two formants. However, their energy and bandwidth change and the othersformants also do. On the other hand, from the comparison of the tube examplewith the real vocal tract, it can be observed that the real vocal tract yields betterresults for the high frequency range (above 3KHz).4.2 Future workLet us next focus on possible research lines.First, some improvements regarding the computational modelling of the vocal tract couldbe done. The most important are:
• Boundary lossesThe boundary losses are a kind of boundary condition that is di�cult to imposein time domain models because it has a frequency dependent behavior. In thiswork we have used the same value of boundary impedance for all frequencies. Morecomplex approaches have already done do deal with this problem [13]. Studyingthese techniques could be interesting.
• Truncation of the PMLTo reduce the computational cost, we could try to limit the extend of thecomputational domain. For example, it could be interesting to only consider asemi-in�nite computational domain in the forward direction of the sound waves (i.e.backward waves are not computed because they are absorbed by the PML). Withthis approach the number of elements of the PML could be half reduced. However,some simulations have been done and numerical instabilities appear in the cornerswith truncated PML. This could be worth analysing.



66 4.2. Future workNext, the quality of the synthesized speech could be evaluated objectively andsubjectively:
• Objective measurementsObjective measurements generally need an acoustical reference, which is not alwaysa simple task [1, 12]. Typical objective measurements are the formant location andtheir bandwidth and energy. The whole spectrum should have to be analyzed usingthe above measurements,
• Subjective measurementsSubjective evaluations could be done, such as MOS (Mean Opinion Score) or PSEQ(Perceptual Evaluation of Speech Quality) [9], are often used to evaluate the overallquality of the synthetic speech.By means of the vowel quality analysis, the articulatory model could be tuned to achievethe highest possible quality. As a �rst step, given a glottal source and a geometry, theinternal parameters of the vocal tract acoustic model would have to be adjusted. Thisstrategy could be as follows [1]:
• Generate transfer functions and synthesized speech for several con�gurations of thevocal tract acoustic modelWe have seen that the transfer function depends among other factors on the losses.So, we could calculate the transfer function for di�erent values of the losses,obtaining a set of candidates to be the best con�guration. The correspondingsynthesized vowel would also be computed.
• Voice quality analysis using objective measurementsAs a second stage, the above set of transfer functions would have to be analyzed usingobjective measurements such as location, bandwidth and energy of the formants.Then, these results would have to be compared with a reference model analyzedunder the same conditions. At this stage, a �rst estimation of the proper parametersmay be obtained. All results that are far from this estimation may be discarded.
• Voice quality analysis using subjective measurementsThird, with the preselected con�gurations in the above stage, subjectivemeasurements would be carry out. Formal perceptual tests would be performedwith the corresponding synthesized vowels, from which a set of candidates may beobtained.
• Choose the con�guration that satis�es both measurementsFinally, the best con�guration would be the intersection between the objective andsubjective candidates.



4. Conclusions and future work 67Once the vocal tract model had been adjusted, we could additionally carry out a studyof the vowel quality for di�erent glottal sources and geometries. This process could besimilar to the realized above for the internal parameters of the vocal tract model.Finally, once the vowel problem had been solved, we could increase the complexity of theproblem and proceed to the synthesis of other sounds. The proper steps could be
• Synthesis of diphthongsFirst, we could deal with the synthesis of diphthongs (e.g. /ai/, /ei/, etc.). Incontrast to static vowels, the coarticulation of vowels will require a time-varyinggeometry. This implies in turn the use of an ALE (Arbitrary Lagrangian-Eulerian)formulation (see e.g., [20], [24], and [55] for recent advances) for the involvedequations, to be solved within the FEM framework. Moreover, the complexity ofthe geometry model will also increase, now being dynamic.
• Synthesis of syllablesSecond, we would address the synthesis of syllables (e.g. /na/, /sa/, etc.). Inthis process nasal consonants would be generated (e.g. /n/), which requires amore complex geometry given that the nasal cavity has to be included. Syllablescontaining fricatives consonants (e.g. /sa/) would pose more challenging problems aswe would need to consider aeroacoustic e�ects. An acoustic analogy approach (e.g.,Lighthill's acoustic analogy, [19]) would be followed involving a �rst ComputationalFluid Dynamic (CFD) simulation of the air�ow in the vocal tract, from which anacoustic source term could be extracted. Then, the modi�ed wave equation withthe source term from the CFD acting as an inhomogeneous term could be solved,to obtain the acoustic pressure at the exit of the vocal tract. All involved equationswould be solved again using FEM in an ALE formulation.For the above processes, the speech quality of the synthesized speech shold be alsoevaluated.





Appendix ANumerical computation in 2DIn this appendix we show some basic concepts and tools that are used to compute theintegrals that appear in the �nite element formulation. We focus on the 2D problem andwe use as example the computation of the sti�ness matrix. Prior to describe it, we presentthe element point of view which allows us to perform integrals over and element and thenover a master element, where standard numerical integration techniques can be applied.A.1 IntroductionOne of the most common matrices that appear in the 2D problem is the sti�ness matrix
K with entries

Kab =

∫

Ω

∇Na · ∇Nb dx dy, (A.1)where Na and Nb stand for the shape functions. In this appendix we describe somenumerical approaches used to compute Kab.A.2 The element point of viewUp to this point, we have worked with the global point of view, where the propertiesof the �nite element problem has been imposed. This point of view consider the wholedomain. However, in order to compute the integrals that appear in the �nite elementformulation, another point of view that focuses on each element is necessary. This is theso called element or local point of view [23] (see Figure A.1).By means of the element point of view, an integral over a domain Ω can be computed asthe sum of the individual integrals over each element. So, we can use the decomposition
∫

Ω

fdΩ =
Ne
∑

e=1

∫

Ωe

fdΩe, (A.2)
69



70 A.3. Numerical computation over a master element

Figure A.1: A 2D triangle mesh: global and local point of view. The global point of viewcorresponds to the whole domain while the local point can be understood as onetriangle. Note also the nodal numeration used in each case.where Ne is the number of elements of the mesh and Ωe is the element domain. In the2D problem, the above expression is
∫

Ω

fdΩ =
Ne
∑

e=1

∫

Ωe

fdx dy, (A.3)where x and y are the local or element coordinates in the element domain Ωe.A.3 Numerical computation over a master elementIn this section we describe how to perform the integration of the shape function and its�rst derivatives, i.e.
∫

Ωe

N e(x, y) dx dy, (A.4)
∫

Ωe

∇N e(x, y) dx dy, (A.5)which appear in the construction of the sti�ness and mass matrix.A.3.1 Coordinate transformation and shape functionsIn order to numerically compute integrals over an element domain Ωe, it is necessary tomake a coordinate transformation to a new domain where the integration rules can beapplied. For example, a typical domain in one-dimension numerical integrals is [−1, 1].This new domain is known as the master element domain, which will be referred in thiswork as Ω̂e. So, we need a transformation function T e that maps the reference coordinates
x̂ = {x̂ ŷ}T of the master element to the physical coordinates x = {x y}T of an element
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e (see Figure A.2).

(a) Triangle (b) QuadrilateralFigure A.2: Master elements and coordinate transformation T eThe transformation function can be written as
x = T e(x̂) =

m
∑

j=1

N̂ e
j (x̂)x

e
j, (A.6)where xe

j are the physical coordinates of the local node j of the element e, and N̂ e
j (x̂)is the �nite element interpolation function corresponding to the node j of the masterelement Ω̂e. The above expression is called the geometrical interpolation.For example, for the following master elements

• Triangular elements with 3 nodesThe master element is such that 0 ≤ x̂ ≤ 1, and if this has 3 nodes (m = 3), thetransformation function is
x = T e(x̂) =

3
∑

j=1

N̂ e
j (x̂)x

e
j, (A.7)and the interpolation functions are [23]

N̂ e
j (x̂, ŷ) =







x̂ j = 1
ŷ j = 2
1− x̂− ŷ j = 3

(A.8)
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• Quadrilateral elements with 4 nodesIn the case of a quadrilateral element −1 ≤ x̂ ≤ 1, and if 4 nodes are de�ned(m = 4), the transformation function is

x = T e(x̂) =
4

∑

j=1

N̂ e
j (x̂)x

e
j, (A.9)and the interpolation functions [23] are

N̂ e
j (x̂, ŷ) =

1

4















(1− x̂)(1− ŷ) j = 1
(1 + x̂)(1− ŷ) j = 2
(1 + x̂)(1 + ŷ) j = 3
(1− x̂)(1 + ŷ) j = 4

(A.10)

(a) Triangle (b) QuadrilateralFigure A.3: Node numeration of the master elements.There also exist triangular and quadrilateral elements with higher order of interpolationsand corresponding master elements (see e.g. [23]), but the above are quite common andwill serve our purposes. On the other hand, given that the polynomials that have beenused for the geometrical interpolation are �rst order, and the used interpolation for thepressure is �rst order too, we can use the same shape functions in both, hence
N̂ e(x̂) = N e(x̂). (A.11)This is called the isoparametric case, and it is the most used in �nite element methods.



A. Numerical computation in 2D 73A.3.2 Mapping the integrals to the reference domainUsing the coordinate transformation T e, we can compute the integral of the shape function
N e(x, y) ∈ Ωe on the element domain Ω̂e as

∫

Ωe

N e(x, y) dx dy =

∫

Ω̂e

N e(x̂, ŷ) |J | dx̂ dŷ, (A.12)where |J | is the Jacobian determinant of the transformation T e:
J =

∂xi

∂x̂i

=

(

∂x
∂x̂

∂y

∂x̂
∂x
∂ŷ

∂y

∂ŷ

)

. (A.13)This can be computed by means of the coordinate transformation as
J =

∂xi

∂x̂i

=
m
∑

j=1

(

∂N(x̂, ŷ)

∂x̂i

)

xi. (A.14)On the other hand, we can map the integral of the shape function derivative to the masterdomain as
∫

Ωe

∂xi
N e(x, y) dx dy =

∫

Ω̂e

∂xi
N e(x̂, ŷ) |J | dx̂ dŷ. (A.15)Using the chain rule for partial di�erentiation, we have

∂N e(x̂, ŷ)

∂xi

=
∂N e(x̂, ŷ)

∂x̂i

∂x̂i

∂xi

. (A.16)The �rst term ∂x̂i
N e(x̂, ŷ) can be simply computed deriving the shape function for themaster element. Regarding to the second term, it can be computed as

∂x̂i

∂xi

=

(

∂xi

∂x̂i

)−1

= (J)−1 . (A.17)Hence, the problem reduces to computing integrals over the master element. In thefollowing subsection, the numerical method used to solve these integrals is described.



74 A.3. Numerical computation over a master elementA.3.3 Numerical IntegrationBetween the most populars rules used for numerical integration (e.g. trapezoidal rule,Simpson's rule,...), �nite element methods normally use the Gaussian Quadrature rule asto it is just accurate as the others but involve fewer integration points [23]. This issue isimportant in practice since the fewer the integration points the less the cost [23].So, using a Gauss quadrature, an integral of a function F (x̂, ŷ) ∈ Ω̂e can be computed as
∫

Ω̂e

F (x̂, ŷ) dx̂ dŷ ≈

nint
∑

k=1

F (ξ̂k, η̂k) w(k), (A.18)where nint is the number of integration points, ξ̂k and η̂k are the coordinates of theintegration point, and w(k) is the weight.
nint Degree ξ̂ η̂ w Point Geometry1 1 1/3 1/3 1 a0 0.5 1/3 a3 2 0.5 0 1/3 b0.5 0.5 1/3 cTable A.1: Gauss coordinates (ξ̂, η̂) and weights (w) for one and three integration points (nint)over a triangle. �Degree� stands for the degree of the polynomial used in thegeometrical interpolation.



A. Numerical computation in 2D 75A.4 Calculation of the Sti�ness matrixA.4.1 Sti�ness matrixThe sti�ness matrix K = [Kab] is
Kab =

∫

Ω

∇Na(x, y) · ∇Nb(x, y) dx dy. (A.19)Using the element point of view, the above expression can be computed as the sum of theintegrals in each element
Kab =

∑

e

∫

Ωe

∇N e
a(x, y) · ∇N e

b (x, y) dx dy. (A.20)In order to compute the integral in Ωe, we have seen that it has to be computed over themaster element domain Ω̂e

Kab =
∑

e

∫

Ω̂e

∇N e
a(x̂, ŷ) · ∇N e

b (x̂, ŷ) |J | dx̂ dŷ. (A.21)Then, using a quadrature rule for the computation of the integral over the master element,the sti�ness matrix can be computed as
Kab ≈

∑

e

∑

k

∇N e
a(ξ̂, η̂) · ∇N e

b (ξ̂, η̂)|J(ξ̂, η̂)| w(k). (A.22)A.4.2 Memory e�ciencyOn the other hand, for memory e�ciency reasons, it could be interesting to directlycompute
KabPb ≈

∑

b

∑

e

∑

k

∇N e
a(ξ̂, η̂) · ∇N e

b (ξ̂, η̂)|J(ξ̂, η̂)| w(k) Pb. (A.23)Finally, rearranging some terms we set
KabPb ≈

∑

e

∑

k

∑

b

∇N e
a(ξ̂, η̂) · ∇N e

b (ξ̂, η̂) Pb |J(ξ̂, η̂)| w(k). (A.24)
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